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#### Abstract

This paper is concerned with a nonlinearly modified Kawahara equation with periodic boundary conditions $$
u_{t}+u_{x x x}-u_{5 x}+\alpha u^{2} u_{x}=0
$$

Based on an abstract infinite-dimensional KAM theorem for unbounded perturbation vector fields and partial Birkhoff normal form, we prove the existence of $n$-dimensional invariant tori for the equation.
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## 1 Introduction and main result

Let us begin with the nonlinear partial differential equation

$$
\begin{equation*}
u_{t}+u_{x x x}-u_{5 x}+\alpha u^{2} u_{x}=0 \tag{1.1}
\end{equation*}
$$

under periodic boundary conditions

$$
\begin{equation*}
u(t, x+2 \pi)=u(t, x), \quad-\infty<t<\infty . \tag{1.2}
\end{equation*}
$$

Equation (1.1) is the famously modified Kawahara equation, arising in several physical applications, for example, in the theory of magneto-acoustic waves in plasma [17] and in the theory of long waves in shallow liquid under ice cover [27]. Demina and Kudryashov [14] studied meromorphic traveling wave solutions of the following partial differential equation:

$$
\begin{equation*}
u_{t}+b u_{x x x}-c u_{5 x}+a u^{n} u_{x}=0 . \tag{1.3}
\end{equation*}
$$

Abbasbandy [1] obtained a family of traveling-wave solutions of the Kawahara equation by applying the homotopy analysis method (HAM). Some families of exact solutions to
the Kawahara equation and the modified Kawahara equation also were given in [4, 31]. However, only a few papers discussed the existence of quasi-periodic solutions for the Kawahara equation by using KAM method.
It was well known that KAM of Hamilton partial differential equation originated from Kuksin and Wayne's work. We consider the Hamiltonian partial differential equation (HPDE)

$$
\dot{\omega}=A \omega+f(\omega) .
$$

For some Sobolev space $\mathcal{H}^{p} \ni \omega$, the linear operator $A$ maps $\mathcal{H}^{p}$ into $\mathcal{H}^{p-\delta}$, and the nonlinear term $f$ sends some neighborhood of $\mathcal{H}^{p} \rightarrow \mathcal{H}^{p-a}$. The numbers $\delta \in \mathbb{R}^{+}$and $a$ are called the orders of $A$ and $f$, respectively.
When $a \leq 0$, the vector-field $f$ is called a bounded perturbation. Kuksin [18] and Wayne [34] proved the earliest KAM theorem for PDEs with bounded perturbation and applied it to the one-dimensional wave equation with Dirichlet bounded conditions

$$
u_{t t}=u_{x x}+M_{\xi} u+u^{3}=0, \quad u(t, 0)=u(t, \pi)=0,
$$

and the one-dimensional Schrödinger equation with Dirichlet boundary conditions

$$
i u_{t}=u_{x x}+M_{\xi} u+|u|^{2} u=0, \quad u(t, 0)=u(t, \pi)=0 .
$$

For these two equations, we have $a=-1, \delta=2$ and $a=0, \delta=2$, respectively. Unfortunately, when considering the one-dimensional wave and Schrödinger equations with periodic boundary conditions, the multiplicity of the eigenvalues becomes an obstacle. In the 1990s, the people even doubted that KAM could not handle multiple normal frequency case. To overcome this difficulty, using the Nash-Moser iteration and LyapunovSchmidt decomposition, Craig and Wayne [10, 11] gave a good estimation of the inverse of an infinite-dimensional matrix with small eigenvalues, and thus the quasi-periodic solutions were successfully constructed to the equations with periodic boundary conditions. Further developing Craig and Wayne's method, Bourgain [5-8] proved the existence of quasi-periodic solutions to higher-dimensional wave and Schrödinger equations. We need to emphasize that the methods of Craig, Wayne, and Bourgain are very effective methods to prove the existence of quasi-periodic solutions but do not get linear stability, so their results are weaker than those obtained by KAM method. On the other hand, You [35] established a KAM theorem for lower-dimensional tori in the finite-dimensional case and applied it to multiple normal frequency case. In 2000, Chierchia and You [9] proved an infinite-dimensional theorem that can deal with multiple normal frequency case. For more detail, we refer the readers to $[22,32,33,36,37]$ and the references therein.
When $a>0$, the vector-field $f$ is called an unbounded perturbation. For example, when the people think about KdV equation with periodic boundary conditions with $a=1, \delta=3$, new difficulties appear, such as homological equations with variable coefficients and a stronger inequality that the divisor need to satisfy to guarantee the boundedness of the transformation. Kuksin [20, 21] gave the first KAM theorem and applied it to KdV equation by overcoming this difficulty under the assumption $0<a<\delta-1$. See also [16]. Based on Kuksin's estimate of solutions of homological equations with nonconstant coefficients
[19], the existence of a family of linearly stable quasi-periodic solutions for the KdV equation with periodic boundary conditions was presented. Very recently, Cui et al. [13] were concerned with small perturbation of the nonlinear partial differential equation

$$
u_{t}=u_{5 x}-\frac{5}{16}\left(8 u_{x x}^{2}+8 u_{x} u_{x x x}\right)
$$

under periodic boundary conditions. They obtained the existence of many two-dimensional invariant tori for this equation by using an infinite-dimensional KAM theorem.

When $0<a=\delta-1$, the vector-field $f$ is called the limiting case. In 2010, by careful analysis of a Töplitz matrix and its exponential Liu and Yuan [24] established a new estimate for the small-denominator equation with critical unbounded variable coefficients. Hence, a KAM theorem for infinite-dimensional Hamiltonian systems with $0<a=\delta-1$ was given in [25]. More results on PDEs with unbounded perturbation, see [12, 23, 26, 28-30] and the references therein.

When $a=\delta$, Baldi, Berti, and Montalto [3] proved the existence of quasi-periodic solutions for the perturbed Airy equation

$$
u_{t}+u_{x x x}+\varepsilon \partial_{x}\left(f\left(\lambda t, x, u, u_{x}, u_{x x}\right)\right)=0, \quad x \in \mathbb{T}, f \in \mathbf{C}^{k}
$$

where $\delta=3$ and $a=3$. The crucial point of this problem is the reduction of the linear Airy equation. We refer the reader to [2,15].

The research in this area is very active at present, and the people are developing the KAM method to deal with more complex Hamilton partial differential equations. In this paper, the modified Kawahara equation with periodic boundary conditions belongs to uncritical unbounded perturbation case with $a=1$ and $\delta=5$. Hence the existence of $n$ dimensional invariant tori was proven by using Kuksin's KAM theorem in [16].

Now we study (1.1) as an infinite-dimensional Hamiltonian system on some suitable phase space. For any integer $p>0$, the phase space

$$
\mathcal{H}^{p}=\left\{u \in L^{2}(S ; \mathbb{R}):\|u\|_{p}<\infty\right\}
$$

of the real-valued functions on $S=\mathbb{R} / 2 \pi \mathbb{Z}$, where

$$
\|u\|_{p}^{2}=|\hat{u}(0)|^{2}+\sum_{k \in \mathbb{Z}}|k|^{2 p}|\hat{u}(k)|^{2},
$$

is defined in terms of the Fourier transform $\hat{u}$ of $u, u(x)=\sum_{k \in \mathbb{Z}} \hat{u}(k) e^{i k x}$. We endow $\mathcal{H}^{p}$ with the Poisson structure proposed by Gardner:

$$
\{F, G\}=\int_{S} \frac{\partial F}{\partial u(x)} \frac{\mathrm{d}}{\mathrm{~d} x} \frac{\partial G}{\partial u(x)} \mathrm{d} x,
$$

where $F, G$ are differential functions on $\mathcal{H}^{p}$ with $L^{2}$-gradients in $\mathcal{H}^{1}$. Under the standard inner product on $L^{2}(S)$, the modified Kawahara equation (1.1) can be written in the form

$$
\begin{equation*}
u_{t}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(\frac{\partial H}{\partial u}\right) \tag{1.4}
\end{equation*}
$$

with Hamiltonian

$$
\begin{equation*}
H(u)=\int_{S}\left(\frac{1}{2} u_{x x}^{2}+\frac{1}{2} u_{x}^{2}-\frac{\alpha}{12} u^{4}\right) \mathrm{d} x . \tag{1.5}
\end{equation*}
$$

Now consider the phase space

$$
\mathcal{H}_{0}^{p}=\left\{u \in \mathcal{H}^{p}:[u]=0\right\},
$$

where $[u]=\int_{S} u(x) \mathrm{d} x$. The Poisson structure on $\mathcal{H}_{0}^{p}$ is the same as that on $\mathcal{H}^{p}$. In fact, set $u=v+c$, where $[v]=0$ and $[u]=c$. Then the Hamiltonian of the modified Kawahara equation is

$$
H_{c}(u)=\int_{S}\left(\frac{1}{2} v_{x x}^{2}+\frac{1}{2} v_{x}^{2}-\frac{\alpha}{12} v^{4}\right) \mathrm{d} x-\int_{S}\left(\frac{\alpha}{3} c v^{3}\right) \mathrm{d} x-\int_{S}\left(\frac{\alpha}{2} c^{2} v^{2}\right) \mathrm{d} x-\frac{\pi \alpha}{6} c^{4},
$$

where $c$ is considered as a real parameter. For simplicity, we only consider $c=0$ in the following sections.

Our main result reads as follows.

Theorem 1.1 Consider the nonlinearly modified Kawahara equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-u_{x x x}+u_{5 x}-\alpha u^{2} u_{x} \tag{1.6}
\end{equation*}
$$

where the Hamiltonian function $H$ is defined by (1.5). Then, for any given index set $\mathcal{J}=$ $\left\{j_{1}<j_{2}<\cdots<j_{n}\right\} \subset \mathbb{N}$, there exists $\varepsilon_{0}>0$, depending only on $\mathcal{J}$, such that, for $0<\varepsilon<\varepsilon_{0}$, there exist
(1) a nonempty Cantor set $\Pi_{\varepsilon} \subset \Pi$ with meas $\left(\Pi \backslash \Pi_{\varepsilon}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$, where $\Pi$ is a compact subset of $\mathbb{R}^{n}$ of positive Lebesgue measure,
(2) a Lipschitz family of real analytic torus embeddings

$$
\Phi: \mathbb{T}^{n} \times \Pi_{\varepsilon} \rightarrow S_{p}^{2}
$$

where $S_{p}^{2}=\mathbb{T}^{n} \times \mathbb{R}^{n} \times \ell^{p} \times \ell^{p}$, and $\ell^{p}$ is the Hilbert space of all complex-valued sequences with norm (2.2).
(3) a Lipschitz map $\phi: \Pi_{\varepsilon} \rightarrow \mathbb{R}^{n}$ such that, for each $(\theta, \xi) \in \mathbb{T}^{n} \times \Pi_{\varepsilon}$, the curve $u(t)=\Phi(\theta+\phi(\xi) t, \xi)$ is a quasi-periodic solution of equation (1.6) winding around the invariant $\Phi\left(\mathbb{T}^{n} \times\{\xi\}\right)$. Moreover, each such torus is linearly stable.

## 2 Proof of the main theorem

First of all, we change the nonlinearly modified Kawahara equation (1.1) into Hamiltonian form of infinitely many coordinates and then transform it into a partial normal form up to order four. In the second subsection, we give the proof of Theorem 1.1.

### 2.1 Normal form

We write

$$
\begin{equation*}
u(t, x)=\sum_{j \neq 0} \gamma_{j} q_{j}(t) e_{j}(x) \tag{2.1}
\end{equation*}
$$

where $\gamma_{j}=\sqrt{|j|}, e_{j}(x)=\frac{1}{\sqrt{2 \pi}} e^{\mathrm{ij} x}$. The coordinates are taken from the Hilbert space $\ell^{p}$ of all complex-valued sequences $\left(q_{j}\right)_{j \neq 0}$ with

$$
\begin{equation*}
\|q\|_{p}^{2}=\sum_{j \neq 0}|j|^{2 p}\left|q_{j}\right|^{2}<\infty, \quad q_{-j}=\bar{q}_{j} . \tag{2.2}
\end{equation*}
$$

Now Hamiltonian (1.5) can be written as

$$
\dot{q}_{j}=\mathrm{i} \sigma_{j}\left(\frac{\partial H}{\partial q_{-j}}\right), \quad \sigma_{j}= \begin{cases}1, & j \geq 1  \tag{2.3}\\ -1, & j \leq-1\end{cases}
$$

with the new Hamiltonian

$$
\begin{equation*}
H(q)=\sum_{j \geq 1} \lambda_{j}\left|q_{j}\right|^{2}-\frac{\alpha}{24 \pi} \sum_{k+l+m+n=0} \gamma_{k} \gamma_{l} \gamma_{m} \gamma_{n} q_{k} q_{l} q_{m} q_{n}=\Lambda+G, \tag{2.4}
\end{equation*}
$$

where $\lambda_{j}=j^{5}+j^{3}$, and the corresponding symplectic structure is

$$
\begin{equation*}
-\mathrm{i} \sum_{j \geq 1} d q_{j} \wedge d q_{-j} \tag{2.5}
\end{equation*}
$$

So, the associated Hamilton vector field with Hamiltonian $H$ is given by

$$
X_{H}=\mathrm{i} \sigma_{j} \sum_{j \neq 0} \frac{\partial H}{\partial q_{-j}} \frac{\partial}{\partial q_{j}} .
$$

Lemma 2.1 The Hamiltonian vector field $X_{G}$ is real analytic as a map from $\ell^{p}$ into $\ell^{p-1}$ for each $p>\frac{3}{2}$. Moreover, $\left\|X_{G}\right\|_{p-1}=O\left(\|q\|_{p}^{3}\right)$.

Proof Since

$$
G(q)=-\frac{\alpha}{24 \pi} \sum_{k+l+m+n=0} \gamma_{k} \gamma_{l} \gamma_{m} \gamma_{n} q_{k} q_{l} q_{m} q_{n}
$$

we easily obtain

$$
\left|\frac{\partial G}{\partial q_{-j}}\right| \leq \frac{\alpha}{6 \pi} \sum_{j=k+l+m} \gamma_{-j} \gamma_{k} \gamma_{l} \gamma_{m}\left|q_{k} q_{l} q_{m}\right|=\frac{\alpha}{6 \pi} \gamma_{j} g_{j},
$$

where $g_{j}=\sum_{j=k+l+m} \gamma_{k} \gamma_{l} \gamma_{m}\left|q_{k} q_{l} q_{m}\right|$.
Defining $\omega=\left(\omega_{j}\right)_{j}=\left(\gamma_{j}\left|q_{j}\right|\right)_{j}, g=\left(g_{j}\right)$, we get $g_{j}=(\omega * \omega * \omega)_{j}$, so $g=\omega * \omega * \omega$. For $q \in \ell^{p}$, it is obvious that $\omega \in \ell^{p-\frac{1}{2}}$. Hence we have

$$
\|g\|_{p-\frac{1}{2}}=\|\omega * \omega * \omega\|_{p-\frac{1}{2}} \leq C\|\omega\|_{p-\frac{1}{2}}^{3} \leq C\|q\|_{p}^{3}
$$

and consequently

$$
\left\|\partial_{q} G\right\|_{p-1} \leq C\|g\|_{p-\frac{1}{2}} \leq C\|q\|_{p}^{3}
$$

Lemma 2.2 Suppose $k, l, m, n \in \mathbb{Z} \backslash\{0\}$ and denote

$$
\begin{aligned}
& \Delta=\left\{(k, l, m, n) \in \mathbb{Z}^{4} \backslash\{0\} \mid k+l+m+n=0\right\}, \\
& \Delta_{1}=\{(k, l, m, n) \in \Delta \mid k+l, k+m, k+n \neq 0\}
\end{aligned}
$$

Then we have

$$
\left|\lambda_{k}+\lambda_{l}+\lambda_{m}+\lambda_{n}\right| \geq \frac{5}{4} \max \left\{|k|^{3},|l|^{3},|m|^{3},|n|^{3}\right\}
$$

for $(k, l, m, n) \in \Delta_{1}$.

Proof As $(k, l, m, n) \in \Delta_{1}$, we easily obtain

$$
\begin{aligned}
k^{5}+l^{5}+m^{5}+n^{5} & =k^{5}+l^{5}+m^{5}-(k+l+m)^{5} \\
& =-5(k+l)(k+m)(k+n)\left(k^{2}+l^{2}+m^{2}+k m+k l+l m\right) \\
& =\frac{5}{2}(k+l)(k+m)(k+n)\left(k^{2}+l^{2}+m^{2}+n^{2}\right)
\end{aligned}
$$

and

$$
k^{3}+l^{3}+m^{3}+n^{3}=3(k+l)(k+m)(k+n) .
$$

On the other hand, we know from [12] that

$$
|(k+l)(k+m)(k+n)| \geq \frac{1}{2} \max \{|k|,|l|,|m|,|n|\}
$$

and hence

$$
\begin{aligned}
\left|\lambda_{k}+\lambda_{l}+\lambda_{m}+\lambda_{n}\right| & =|(k+l)(k+m)(k+n)|\left|\frac{5}{2}\left(k^{2}+l^{2}+m^{2}+n^{2}\right)+3\right| \\
& >|(k+l)(k+m)(k+n)|\left|\frac{5}{2}\left(k^{2}+l^{2}+m^{2}+n^{2}\right)\right| \\
& =\frac{5}{4} \max \left\{|k|^{3},|l|^{3},|m|^{3},|n|^{3}\right\} .
\end{aligned}
$$

Lemma 2.3 There exists a real analytic symplectic coordinate transformation $\Phi$ defined in a neighborhood of the origin of $\ell^{p}$ that transforms the Hamiltonian (2.4) into its normal form up to order four. That is,

$$
H_{1}=H \circ \Phi=\Lambda-B+\tilde{P}
$$

with

$$
\begin{align*}
& B=\frac{\alpha}{24 \pi}\left(3 \sum_{k \neq l}|k \| l|\left|q_{k}\right|^{2}\left|q_{l}\right|^{2}+2 \sum_{k \neq 0}|k|^{2}\left|q_{k}\right|^{4}\right),  \tag{2.6}\\
& \left\|\bar{P}_{q}\right\|_{p-1}=O\left(\|q\|_{p}^{5}\right) .
\end{align*}
$$

Proof Let us begin to normalize the fourth-order term $G$ of $q$. Let the transformation $\Phi_{1}=X_{F}^{1}$ be the time-1-map of the flow of the Hamiltonian vector field $X_{F}$. Then

$$
\begin{aligned}
H_{1} & =H \circ \Phi_{1}=H \circ X_{F}^{1} \\
& =\Lambda+\{\Lambda, F\}+G+\int_{0}^{1}(1-t)\{\{\Lambda, F\}, F\} \circ X_{F}^{t} d t+\int_{0}^{1}\{G, F\} \circ X_{F}^{t} d t \\
& =\Lambda+\{\Lambda, F\}+G+\bar{P} \\
& =\Lambda+\{\Lambda, F\}-B+G_{1}+\bar{P},
\end{aligned}
$$

where

$$
\bar{P}=\int_{0}^{1}(1-t)\{\{\Lambda, F\}, F\} \circ X_{F}^{t} d t+\int_{0}^{1}\{G, F\} \circ X_{F}^{t} d t
$$

and $G_{1}=G+B$.
To solve the equation $\{\Lambda, F\}+G_{1}=0$, we define

$$
F=\sum_{k, l, m, n \neq 0} F_{k l m n} q_{k} q_{l} q_{m} q_{n}
$$

by

$$
-\mathrm{i} F_{k l m n}= \begin{cases}\frac{\alpha \gamma_{k} \gamma l \gamma_{m} \gamma_{n}}{24 \pi\left(\lambda_{k}+\lambda_{l}+\lambda_{m}+\lambda_{n}\right)}, & (k, l, m, n) \in \Delta_{1} \\ 0 & \text { otherwise }\end{cases}
$$

Then the Hamiltonian changes to

$$
H_{1}=\Lambda-B+\bar{P} .
$$

Obviously, the function $\bar{P}$ is real analytic in $\ell^{p}$ with real value, and its gradient is analytic $\ell^{p}$ into $\ell^{p-1}$ with $\left\|\bar{P}_{q}\right\|_{p-1}=O\left(\|q\|_{p}^{5}\right)$.
In the next step, we need to establish the regularity of the vector field $X_{F}$. Since the $j$ th element of the gradient $\partial_{q} F$ reads explicitly,

$$
\frac{\partial F}{\partial q_{-j}}=\sum_{l+m+n=j}\left(F_{(-j) l m n}+F_{l(-j) m n}+F_{l m(-j) n}+F_{l m n(-j)}\right) q_{l} q_{m} q_{n} .
$$

Thus we get the estimate

$$
\left|\frac{\partial F}{\partial q_{-j}}\right| \leq \frac{2 \alpha}{15 \pi \gamma_{j}^{5}} \sum_{l+m+n=j} \gamma_{l} \gamma_{m} \gamma_{n}\left|q_{l}\right|\left|q_{m}\right|\left|q_{n}\right|:=\frac{2 \alpha}{15 \pi \gamma_{j}^{5}} r_{j},
$$

where

$$
r_{j}=\sum_{l+m+n=j} \gamma_{l} \gamma_{m} \gamma_{n}\left|q_{l}\right|\left|q_{m}\right|\left|q_{n}\right| .
$$

Then

$$
\left\|\partial_{q} F\right\|_{p+2}=O\left(\|q\|_{p}^{3}\right)
$$

and the proof of the lemma is completed.

### 2.2 Proof of Theorem 1.1

For any given index set $\mathcal{J}$, considering the transformation $\Phi$ in Lemma 2.3, we get the new Hamiltonian

$$
H_{1}=\Lambda-B+\bar{P}
$$

which is analytic in some neighborhood of the origin of $\ell^{p}$.
We introduce new symplectic polar and real coordinates ( $\varphi, y, z, \bar{z}$ ) by setting

$$
\left\{\begin{array}{lll}
q_{j b}=\sqrt{\xi_{b}+y_{b}} e^{-i \varphi_{b}}, & q_{-j_{b}}=\sqrt{\xi_{b}+y_{b}} e^{i \varphi_{b}}, & b=1,2, \ldots, n \\
q_{j}=z_{j}, \quad q_{-j}=\bar{z}_{j}, & j \in \mathcal{N}_{*}=\mathbb{N} \backslash \mathcal{J}
\end{array}\right.
$$

where $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$. Then

$$
\begin{aligned}
& \Lambda=\sum_{1 \leq b \leq n} \lambda_{j_{b}}\left(\xi_{b}+y_{b}\right)+\sum_{j \in \mathcal{N}_{*}} \lambda_{j} z_{j} \bar{z}_{j}, \\
& B=\frac{\alpha}{24 \pi}\left(3 \sum_{k \neq l}|k||l|\left|q_{k}\right|^{2}\left|q_{l}\right|^{2}+2 \sum_{k \neq 0}|k|^{2}\left|q_{k}\right|^{4}\right) \\
& =\frac{\alpha}{24 \pi}\left(12 \sum_{k, l>0} k l\left|q_{k}\right|^{2}\left|q_{l}\right|^{2}+4 \sum_{k>0}|k|^{2}\left|q_{k}\right|^{4}\right) \\
& =\frac{\alpha}{24 \pi}\left[12 \sum_{1 \leq a \neq b \leq n} j_{a} j_{b}\left(\xi_{a}+y_{a}\right)\left(\xi_{b}+y_{b}\right)\right] \\
& +\frac{\alpha}{24 \pi}\left[24 \sum_{\substack{1 \leq b \leq n \\
j \in \mathcal{N} *}} j j_{b}\left(\xi_{b}+y_{b}\right) z_{j} \bar{z}_{j}\right] \\
& +\frac{\alpha}{24 \pi}\left[12 \sum_{\substack{j, j^{\prime} \in \mathcal{N}_{*} \\
j \neq j^{\prime}}} j j^{\prime} z_{j} \bar{z}_{j} z_{j^{\prime}} \overline{z^{\prime}}\right] \\
& +\frac{\alpha}{24 \pi}\left[4 \sum_{1 \leq b \leq n}\left(j_{b}\right)^{2}\left(\xi_{b}+y_{b}\right)^{2}+4 \sum_{j \in \mathcal{N}_{*}} j^{2} z_{j}^{2} \bar{z}_{j}^{2}\right] .
\end{aligned}
$$

Thus the new Hamiltonian, denoted by $H_{2}$, up to a constant depending on $\xi$, is given by

$$
H_{2}=N+P=\sum_{1 \leq b \leq n} \omega_{b} y_{b}+\sum_{j \in \mathcal{N}_{*}} \Omega_{j} z_{j} \bar{z}_{j}-Q+\bar{P}
$$

with symplectic structure

$$
\sum_{1 \leq b \leq n} d \varphi_{b} \wedge d y_{b}-\mathrm{i} \sum_{j \in \mathcal{N}_{*}} d z_{j} \wedge d \bar{z}_{j}
$$

where

$$
\begin{align*}
& \omega_{b}=\lambda_{j_{b}}-\sum_{a \neq b}\left(\frac{\alpha}{\pi} j_{a j} j_{b} \xi_{a}-\frac{\alpha}{3 \pi} j_{b}^{2} \xi_{b}\right),  \tag{2.7}\\
& \Omega_{j}=\lambda_{j}-\frac{\alpha}{\pi} \sum_{1 \leq b \leq n} j j_{b} \xi_{b}, \tag{2.8}
\end{align*}
$$

and $P=-Q+\bar{P}$ with

$$
\begin{aligned}
Q= & \frac{\alpha}{24 \pi}\left(\sum_{a \neq b} 12 j_{a} j_{b} y_{a} y_{b}+24 \sum_{\substack{1 \leq b \leq n \\
j \in \mathcal{N}_{*}}} j j_{b} y_{b} z_{j} \bar{z}_{j}\right) \\
& +\frac{\alpha}{24 \pi}\left(12 \sum_{\substack{j, j^{\prime} \in \mathcal{N}_{*} \\
j \neq j^{\prime}}} j j^{\prime} z_{j} \bar{z}_{j} z_{j^{\prime}} \overline{z^{\prime}}+4 \sum_{1 \leq b \leq n} j_{b}^{2} y_{b}^{2}+4 \sum_{j \in \mathcal{N}_{*}} j^{2} z_{j}^{2} \bar{z}_{j}^{2}\right) .
\end{aligned}
$$

Now consider the phase space domain

$$
\left\{D(s, r):|\Im \varphi|<s,|y|<r^{2},\|u\|_{p}+\|v\|_{p}<r\right\}
$$

where for the definition of norm $\|u\|_{p}$ and more notations, we refer to the Appendix. Next, we will check Assumptions A, B, and C of the KAM Theorem A. 1 in the Appendix.

Regarding $\Omega$ as an infinite-dimensional column vector with its index $j \in \mathcal{N}_{*}$, from (2.8), we have

$$
\Omega_{j}(\xi)=\bar{\Omega}_{j}+\tilde{\Omega}_{j}(\xi)
$$

where $\bar{\Omega}_{j}=\lambda_{j}=j^{5}+j^{3}$ is independent of $\xi$. Furthermore, we also get

$$
\left|\Omega_{j}\right|_{\Pi}^{\operatorname{lip}} \leq \frac{|\alpha|}{\pi} \sum_{\substack{1 \leq b \leq n, j \in \mathcal{N}_{*}}}\left|j_{b}\right||j| \leq \frac{|\alpha|}{\pi} \max _{1 \leq b \leq n}\left\{\left|j_{b}\right||j|\right\} .
$$

Thus

$$
|\Omega|_{-1, \Pi}^{\operatorname{lip}}=\sup _{j \in \mathcal{N}_{*}} j^{-1}\left|\Omega_{j}\right|_{\Pi}^{\operatorname{lip}} \leq \frac{|\alpha|}{\pi} \max _{1 \leq b \leq n}\left\{\left|j_{b}\right|\right\}:=M_{1}
$$

which means that Assumption A is fulfilled with $d=5$ and $\delta=1$. Therefore the functions

$$
\xi \mapsto \frac{\tilde{\Omega}_{j}(\xi)}{j}, \quad j \geq 1
$$

are uniformly Lipschitz on $\Pi_{\varepsilon}$,
In view of (2.7), we have that $\xi \mapsto \omega$ is an affine transformation from $\Pi_{\varepsilon}$ to $\mathbb{R}^{n}$. Consider

$$
\omega=\breve{\omega}-\frac{\alpha}{3 \pi} A \xi,
$$

where

$$
\begin{aligned}
& \breve{\omega}=\left(\begin{array}{c}
\lambda_{j_{1}} \\
\lambda_{j_{2}} \\
\cdots \\
\lambda_{j_{n}}
\end{array}\right)=\left(\begin{array}{c}
j_{1}^{5}+j_{1}^{3} \\
j_{2}^{5}+j_{2}^{3} \\
\cdots \\
j_{n}^{5}+j_{n}^{3}
\end{array}\right), \quad \xi=\left(\begin{array}{l}
\xi_{1} \\
\xi_{2} \\
\cdots \\
\xi_{n}
\end{array}\right), \\
& A=\left(\begin{array}{ccccc}
j_{1}^{2} & 3 j_{1} j_{2} & 3 j_{1} j_{3} & \cdots & 3 j_{1} j_{n} \\
3 j_{2} j_{1} & j_{2}^{2} & 3 j_{2} j_{3} & \cdots & 3 j_{2} j_{n} \\
3 j_{3} j_{1} & 3 j_{3} j_{2} & j_{3}^{2} & \cdots & 3 j_{3} j_{n} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
3 j_{n} j_{1} & 3 j_{n} j_{2} & 3 j_{n} j_{3} & \cdots & j_{n}^{2}
\end{array}\right) .
\end{aligned}
$$

Hence simple computation yields

$$
\operatorname{det} A=(-2)^{n-1}(3 n-2) j_{1}^{2} j_{2}^{2} \cdots j_{n}^{2} \neq 0
$$

and therefore the real map $\xi \mapsto \omega$ is a lipeomorphism between $\Pi$ and its image. This implies that the first part of Assumption B is fulfilled with positive $M_{2}$ and $L$ depending only on the set $\mathcal{J}$.
We further check the second part of Assumption B. Rewriting

$$
\Omega(\xi)=\bar{\Omega}-\frac{\alpha}{\pi} B \xi,
$$

where $\bar{\Omega}$ is an infinite-dimensional column vector with its $j$ th element $\bar{\Omega}_{j}=j^{5}+j^{3}$, and $B$ is a $-\infty \times n$ matrix with its $j$ th row $B_{j}=j\left(j_{1}, j_{2}, \ldots, j_{n}\right)$. We have to check that, for all $k=\left(k_{1}, k_{2}, \ldots, k_{n}\right) \in \mathbb{Z}^{n}$ and $1 \leq|l| \leq 2$ with $l \in \mathbb{Z}^{\infty}$,

$$
\begin{equation*}
\operatorname{meas}\left\{\xi \in \Pi_{\varepsilon}:\langle k, \omega(\xi)\rangle+\langle l, \Omega(\xi)\rangle=0\right\}=0 \tag{2.9}
\end{equation*}
$$

Take

$$
\begin{aligned}
\mathfrak{g}(\xi) & =\langle k, \omega(\xi)\rangle+\langle l, \Omega(\xi)\rangle \\
& =\langle k, \breve{\omega}\rangle+\langle l, \bar{\Omega}\rangle+\left\langle k,-\frac{\alpha}{3 \pi} A \xi\right\rangle+\left\langle l,-\frac{\alpha}{\pi} B \xi\right\rangle .
\end{aligned}
$$

From condition (2.9) it follows that

$$
\begin{equation*}
\langle k, \breve{\omega}\rangle+\langle l, \bar{\Omega}\rangle \neq 0 \quad \text { or } \quad k A+3 l B \neq 0 . \tag{2.10}
\end{equation*}
$$

Indeed, if we suppose that

$$
\begin{equation*}
k A+3 l B=0 \tag{2.11}
\end{equation*}
$$

then

$$
k=-3 l B A^{-1}=-l \hat{B}
$$

where $\hat{B}=3 B A^{-1}=\left(\hat{B}_{j}\right)$. Direct calculation results in

$$
A^{-1}=\frac{1}{6 n-4}\left(\begin{array}{ccccc}
\frac{5-3 n}{j_{1}^{2}} & \frac{3}{j_{1} j_{2}} & \frac{3}{j_{1} j_{3}} & \cdots & \frac{3}{j_{1} j_{n}} \\
\frac{3}{j_{2} j_{1}} & \frac{5-3 n}{j_{2}^{2}} & \frac{3}{j_{2} j_{3}} & \cdots & \frac{3}{j_{2} j_{n}} \\
\frac{3}{j_{3} j_{1}} & \frac{3}{j_{3} j_{2}} & \frac{5-3 n}{j_{3}^{2}} & \cdots & \frac{3}{j_{3} j_{n}} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\frac{3}{j_{n} j_{1}} & \frac{3}{j_{n} j_{2}} & \frac{3}{\overline{j_{n j 3}}} & \ldots & \frac{5-3 n}{j_{n}^{2}}
\end{array}\right) .
$$

So, we easily obtain

$$
\hat{B}_{j}=\frac{j}{3 n-2}\left(\frac{1}{j_{1}}, \frac{1}{j_{2}}, \ldots, \frac{1}{j_{n}}\right) .
$$

We easily see that $k A+3 l B \neq 0$, except for the following four cases:
(1) $l_{j}= \begin{cases} \pm 1, & j=\frac{h(3 n-2)}{3}\left[j_{1}, j_{2}, \ldots, j_{n}\right], \\ 0 & \text { otherwise, }\end{cases}$
$k=\mp\left[j_{1}, j_{2}, \ldots, j_{n}\right]\left(\frac{1}{j_{1}}, \frac{1}{j_{2}}, \ldots, \frac{1}{j_{n}}\right), \quad h \in \mathbb{N}$,
(2) $l_{j}= \begin{cases} \pm 2, & j=\frac{h(3 n-2)}{6}\left[j_{1}, j_{2}, \ldots, j_{n}\right], \\ 0 & \text { otherwise },\end{cases}$
$k=\mp h\left[j_{1}, j_{2} \cdots j_{n}\right]\left(\frac{1}{j_{1}}, \frac{1}{j_{2}} \cdots \frac{1}{j_{n}}\right), \quad h \in \mathbb{N}$,
(3) $l_{j}= \begin{cases} \pm 1, & j=j^{\prime}, j^{\prime \prime}, 3\left(j^{\prime}+j^{\prime \prime}\right)=h(3 n-2)\left[j_{1}, j_{2}, \ldots, j_{n}\right], \\ 0 & \text { otherwise, }\end{cases}$
$k=\mp \frac{3\left(j^{\prime}+j^{\prime \prime}\right)}{3 n-2}\left(\frac{1}{j_{1}}, \frac{1}{j_{2}}, \ldots, \frac{1}{j_{n}}\right), \quad h \in \mathbb{N}$,
(4) $l_{j}= \begin{cases} \pm 1, & j=j^{\prime}, \\ \pm 1, & j=j^{\prime \prime}<j^{\prime} \text { and } 3\left(j^{\prime}-j^{\prime \prime}\right)=h(3 n-2)\left[j_{1}, j_{2}, \ldots, j_{n}\right], \\ 0 & \text { otherwise, }\end{cases}$

$$
k=\mp \frac{3\left(j^{\prime}-j^{\prime \prime}\right)}{3 n-2}\left(\frac{1}{j_{1}}, \frac{1}{j_{2}}, \ldots, \frac{1}{j_{n}}\right), \quad h \in \mathbb{N},
$$

where $\left[j_{1}, j_{2}, \ldots, j_{n}\right]$ is the least common multiple of $j_{1}, j_{2}, \ldots, j_{n}$ Next, we check that

$$
\begin{equation*}
\langle k, \breve{\omega}\rangle+\langle l, \bar{\Omega}\rangle \neq 0 \tag{2.12}
\end{equation*}
$$

due to these four cases. Therefore we only check (2.12) for cases (1) and (3) under the proper condition. The others may be obtained by using the same method.

Case 1. If (1) holds, then we have

$$
\begin{aligned}
\langle k, \breve{\omega}\rangle+\langle l, \bar{\Omega}\rangle= & \mp h\left[j_{1}, j_{2}, \ldots, j_{n}\right]\left(\sum_{i=1}^{n} j_{i}^{2}+\sum_{i=1}^{n} j_{i}^{4}\right) \\
& \pm\left(\frac{h(3 n-2)}{3}\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{5} \pm\left(\frac{h(3 n-2)}{3}\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{3} \\
= & \mp h\left[j_{1}, j_{2}, \ldots, j_{n}\right]\left(\sum_{i=1}^{n} j_{i}^{2}+\sum_{i=1}^{n} j_{i}^{4}-h^{4}\left(\frac{(3 n-2)}{3}\right)^{5}\left(\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{4}\right) \\
& \mp h\left[j_{1}, j_{2}, \ldots, j_{n}\right]\left(-h^{2}\left(\frac{(3 n-2)}{3}\right)^{3}\left(\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{2}\right) .
\end{aligned}
$$

If $\left[j_{1}, j_{2}, \ldots, j_{n}\right] \neq j_{n}$, then $\left[j_{1}, j_{2}, \ldots, j_{n}\right] \geq 2 j_{n}$. Hence we have

$$
\begin{aligned}
& \sum_{i=1}^{n} j_{i}^{2}<n j_{n}^{2} \leq \frac{n}{4}\left(\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{2}<h^{2}\left(\frac{(3 n-2)}{3}\right)^{3}\left(\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{3} \\
& \sum_{i=1}^{n} j_{i}^{4}<n j_{n}^{4} \leq \frac{n}{16}\left(\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{4}<h^{4}\left(\frac{(3 n-2)}{3}\right)^{5}\left(\left[j_{1}, j_{2}, \ldots, j_{n}\right]\right)^{4} .
\end{aligned}
$$

This implies formula (2.12).
In case (3), we have

$$
\begin{aligned}
& \langle k, \breve{\omega}\rangle+\langle l, \bar{\Omega}\rangle \\
& \quad=\mp\left(j^{\prime}+j^{\prime \prime}\right)\left[\frac{3}{3 n-2}\left(\sum_{i=1}^{n} j_{i}^{4}+\sum_{i=1}^{n} j_{i}^{2}\right)-\frac{\left(j^{\prime}\right)^{5}+\left(j^{\prime \prime}\right)^{5}+\left(j^{\prime}\right)^{3}+\left(j^{\prime \prime}\right)^{3}}{j^{\prime}+j^{\prime \prime}}\right] .
\end{aligned}
$$

When $n \geq 2$, we easily obtain

$$
\begin{aligned}
\sqrt{\frac{3}{3 n-2} \sum_{i=1}^{n} j_{i}^{2}} & <\sqrt{\frac{3 n\left(j_{n}\right)^{2}}{3 n-2}}<\frac{4}{3} j_{n} \leq \frac{4}{6}\left[j_{1}, j_{2}, \ldots, j_{n}\right] \\
& \leq \frac{3 n-2}{6}\left[j_{1}, j_{2}, \ldots, j_{n}\right] \leq \frac{j^{\prime}+j^{\prime \prime}}{2}<\sqrt{\frac{\left(j^{\prime}\right)^{3}+\left(j^{\prime \prime}\right)^{3}}{j^{\prime}+j^{\prime \prime}}} .
\end{aligned}
$$

Completely similarly, we have

$$
\sqrt[4]{\frac{3}{3 n-2} \sum_{i=1}^{n} j_{i}^{4}}<\frac{j^{\prime}+j^{\prime \prime}}{2}<\sqrt[4]{\frac{\left(j^{\prime}\right)^{5}+\left(j^{\prime \prime}\right)^{5}}{j^{\prime}+j^{\prime \prime}}}
$$

So the proof of case (3) is complete.
It remains to check Assumption C. It is easy to see that the Hamiltonian vector field of the perturbation $P=Q+\bar{P}+\varepsilon K \circ \Phi$ defines a map

$$
X_{P}: D(s, r) \times \Pi \rightarrow \mathfrak{S}_{p-2, \mathbb{C}}^{2}
$$

where $\mathfrak{S}_{p, \mathbb{C}}^{2}$ is the phase space $\mathfrak{S}_{p, \mathbb{C}}^{m}$ defined in (A.3) with $m=2$. We use the notation $i_{\xi} X_{P}$ for $X_{P}$ evaluated at $\xi$ and likewise in analogous cases. For each $\xi$, the vector field $i_{\xi} X_{P}$, considered as a map from a subset of $\mathfrak{S}_{p, \mathbb{C}}^{2}$ to $\mathfrak{S}_{p-2, \mathbb{C}}^{2}$, is of order $p-(p-2)=2$, which is strictly smaller than $d-1=4$. Moreover, it is easy to see that $i_{\xi} X_{P}$ is real analytic on $D(s, r)$ for each $\xi \in \Pi_{\varepsilon}$ and that $i_{w} X_{P}$ is uniformly Lipschitz on $\Pi_{\varepsilon}$ for each $w \in D(s, r)$. Namely, Assumption C is satisfied.
Now we consider the supremum norm and Lipschitz seminorm of the perturbation $P$ on $D(s, r) \times \Pi$, where the parameter domain

$$
\Pi=\left\{\xi \in \mathbb{R}^{n}:|\xi| \leq r^{\frac{16}{\Pi}}\right\} .
$$

Obviously, we have

$$
\begin{equation*}
\left\|X_{Q}\right\|_{r, p-2, D(s, r) \times \Pi}=O\left(r^{2}\right) . \tag{2.13}
\end{equation*}
$$

Moreover, $\bar{P}$ is at least of the fifth order of $q$, so we get

$$
\begin{equation*}
\left\|X_{\bar{P}}\right\|_{r, p-2, D(s, r) \times \Pi}=O\left(\left(r^{\frac{8}{11}}\right)^{5} \cdot r^{-2}\right)=O\left(r^{\frac{18}{11}}\right) . \tag{2.14}
\end{equation*}
$$

From (2.13) and (2.14) we have

$$
\left\|X_{P}\right\|_{r, p-2, D(s, r) \times \Pi}=O\left(r^{\frac{18}{\Pi 1}}\right) .
$$

Since $X_{P}$ is real analytic in $\xi$, we have

$$
\left\|X_{P}\right\|_{r, p-2, D(s, r) \times \Pi}^{\operatorname{lip}}=O\left(r^{\frac{18}{11}} \cdot r^{-\frac{16}{11}}\right)=O\left(r^{\frac{2}{11}}\right) .
$$

We choose

$$
\alpha=r^{\frac{17}{17}} \gamma^{-1}
$$

where $\gamma$ is taken from KAM Theorem A.1. Set $M:=M_{1}+M_{2}$, which only depends on the index set $\mathcal{J}$. It is obvious that when $r$ is small enough,

$$
\left\|X_{P}\right\|_{r, p-2, D(s, r) \times \Pi}+\frac{\alpha}{M}\left\|X_{P}\right\|_{r, p-2, D(s, r) \times \Pi}^{\operatorname{lip}}=O\left(r^{\frac{18}{11}}\right)=O(\varepsilon) \leq \alpha \gamma,
$$

which is just the smallness condition (A.5) in KAM Theorem A.1. Therefore Theorem 1.1 follows from Theorem A. 1 in the Appendix.

## 3 Conclusion

Based on an abstract infinite dimensional KAM theorem for unbounded perturbation vector fields and partial Birkhoff normal form, we prove the existence of $n$-dimensional invariant tori for a nonlinearly modified Kawahara equation with periodic boundary conditions

$$
u_{t}+u_{x x x}-u_{5 x}+\alpha u^{2} u_{x}=0 .
$$

## Appendix: The KAM theorem

Consider a small perturbation $H=N+P$ of an infinite-dimensional Hamiltonian in the parameter-dependent normal form

$$
\begin{equation*}
N=\sum_{1 \leq j \leq m} \omega_{j}(\xi) y_{j}+\sum_{j \in \mathbb{N}_{*}} \Omega_{j} z_{j} \bar{z}_{j} \tag{A.1}
\end{equation*}
$$

on the phase space

$$
\mathfrak{S}_{p}^{m}=\mathbb{T}^{m} \times \mathbb{R}^{m} \times \ell^{p} \times \ell^{p} \ni(x, y, z, \bar{z})
$$

with symplectic structure

$$
\sum_{1 \leq j \leq m} \mathrm{~d} x_{j} \wedge \mathrm{~d} y_{j}+\sum_{j \geq 1} \mathrm{~d} z_{j} \wedge \mathrm{~d} \bar{z}_{j}
$$

where

$$
\ell^{p}=\left\{z \in \ell^{2}(\mathbb{N}, \mathbb{R}):\|z\|_{p}^{2}=\sum_{j \neq 0}\left|z_{j}\right|^{2} j^{2 p}<\infty\right\}, \quad p \geq 0
$$

The tangential frequencies $\omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right)$ and normal frequencies $\Omega=\left(\Omega_{1}, \Omega_{2}, \ldots\right)$ are real analytic in the space coordinates and Lipschitz in the parameters. The Hamiltonian $N$ depends on parameters

$$
\xi \in \Pi \subset \mathbb{R}^{m}
$$

where $\Pi$ is a compact Cantor set in $\mathbb{R}^{m}$ of positive Lebesgue measure. Moreover, for each $\xi \in \Pi$, its Hamiltonian vector field

$$
X_{P}=\left(\left(P_{y_{b}}\right)_{1 \leq b \leq n},-\left(P_{\varphi_{b}}\right)_{1 \leq b \leq n}, \mathrm{i}\left(P_{\bar{z}_{j}}\right)_{j \in \mathcal{N}_{*}},-\mathrm{i}\left(P_{z_{j}}\right)_{j \in \mathcal{N}_{*}}\right)^{T}
$$

defines near $T_{0}:=\mathbb{T}^{m} \times\{y=0\} \times\{z=0\} \times\{\bar{z}=0\}$ a real analytic map

$$
X_{P}: \mathfrak{S}_{p}^{m} \rightarrow \mathfrak{S}_{q}^{m}
$$

where

$$
p-d=\tilde{d}
$$

To state the KAM theorem, we need to introduce some domains and norms. For $s, r>0$, we introduce the complex $T_{0}$-neighborhoods

$$
\begin{align*}
D(s, r) & =\{|\Im \varphi|<s\} \times\left\{|y|<r^{2}\right\} \times\left\{\|z\|_{p}+\|\bar{z}\|_{p}<r\right\}  \tag{A.2}\\
& \subset \mathbb{C}^{m} \times \mathbb{C}^{m} \times \ell_{\mathbb{C}}^{p} \times \ell_{\mathbb{C}}^{p}=\mathfrak{S}_{p, \mathbb{C}}^{m} \tag{A.3}
\end{align*}
$$

and, for $W=(X, Y, Z, \bar{Z}) \in \mathfrak{S}_{q, \mathbb{C}}^{m}$, the weighted norm

$$
\|W\|_{r, q}=|X|+\frac{|Y|}{r^{2}}+\frac{\|Z\|_{q}}{r}+\frac{\|\bar{Z}\|_{q}}{r},
$$

where $|\cdot|$ denotes the sup-norm for complex vectors. Furthermore, for a map $W: U \times$ $\Pi \rightarrow \mathfrak{S}_{q, \mathbb{C}}^{m}$, such as the Hamiltonian vector field $X_{P}$, we define the norms

$$
\begin{aligned}
& \|W\|_{r, q ; U \times \Pi}^{\sup }=\sup _{(w, \xi) \in U \times \Pi}\|W(w, \xi)\|_{r, q}, \\
& \|W\|_{r, q ; U \times \Pi}^{\operatorname{lip}}=\sup _{\xi, \zeta \in \Pi, \xi \neq \zeta} \frac{\left\|\Delta_{\xi \zeta} W\right\|_{r, q ; U}}{|\xi-\zeta|},
\end{aligned}
$$

where $\Delta_{\xi \zeta} W=i_{\xi} W-i_{\zeta} W$ and

$$
\left\|i_{\xi} W\right\|_{r, q ; U}^{\sup }=\sup _{w \in U}\|W(w, \xi)\|_{r, q^{*}}
$$

In a completely analogous manner, the Lipschitz seminorm of a frequency $\omega$ is defined as

$$
|\omega|_{\Pi}^{\operatorname{lip}}=\sup _{\xi, \zeta \zeta \Pi, \xi \neq \zeta} \frac{\left\|\Delta_{\xi \zeta} \omega\right\|}{|\xi-\zeta|}
$$

and the Lipschitz seminorm of $\tilde{\Omega}: \Pi \rightarrow \ell_{-\delta}^{\infty}$ is defined as

$$
|\tilde{\Omega}|_{-\delta, \Pi}^{\operatorname{lip}}=\sup _{\xi, \zeta \in \Pi, \xi \neq \zeta} \frac{\left\|\Delta_{\xi \zeta} \tilde{\Omega}\right\|_{-\delta}}{|\xi-\zeta|}
$$

for any real number $\delta$. Since $\bar{\Omega}=\Omega-\tilde{\Omega}$ is independent of $\xi$, we obtain $|\tilde{\Omega}|_{-\delta, \Pi}^{\text {lip }}=|\Omega|_{-\delta, \Pi}^{\text {lip }}$. For the normal form $N$ described previously, we introduce the following assumptions.

Assumption A (Frequency asymptotics) There exist two real numbers $d>1$ and $\delta<d-1$ such that the following condition holds. Firstly, the frequencies $\Omega_{n}$ are real-valued functions of $\xi$ of the form

$$
\Omega_{n}(\xi)=\bar{\Omega}_{n}+\tilde{\Omega}_{n}(\xi)
$$

where $\bar{\Omega}_{n}$ is independent of $\xi$ and the form $\tilde{\Omega}_{n}=c n^{d}+\cdots$, in which the dots stand for an expansion in lower order terms in $n$. Secondly, the functions

$$
\xi \mapsto \frac{\tilde{\Omega}_{n}(\xi)}{n^{\delta}}, \quad n \geq 1
$$

are uniformly Lipschitz on $\Pi$, or, equivalently, the map

$$
\tilde{\Omega}: \Pi \rightarrow \ell_{-\delta}^{\infty}, \quad \xi \mapsto \tilde{\Omega}(\xi)=\left(\tilde{\Omega}_{n}(\xi)\right)_{n \geq 1}
$$

is Lipschitz on $\Pi$.

Assumption B (Nondegeneracy) The $\operatorname{map} \xi \rightarrow \omega(\xi)$ between $\Pi$ and its image is a homeomorphism, which is Lipschitz continuous in both directions. Moreover, for all $k \in \mathbb{Z}^{m}$ and $l \in \mathbb{Z}^{\infty}$ with $1 \leq|l| \leq 2$ (here $\left.|l|=\sum_{j \geq 1}\left|l_{j}\right|\right)$, the resonance set

$$
\begin{equation*}
\Re_{k l}=\{\xi \in \Pi:\langle k, \omega(\xi)\rangle+\langle l, \Omega(\xi)\rangle=0\} \tag{A.4}
\end{equation*}
$$

has zero Lebesgue measure.

Assumption C (Regularity) There exists a neighborhood $U$ of $T_{0}$ in $\mathfrak{S}_{p, \mathbb{C}}^{m}$ such that $P$ is defined on $U \times \Pi$, and its Hamiltonian vector field defines a map

$$
X_{P}: U \times \Pi \rightarrow \mathfrak{S}_{q, \mathbb{C}}^{m}
$$

where $q$ satisfies

$$
p-q<d-1
$$

Moreover, $i_{\xi} X_{P}$ is real analytic on $U$ for each $\xi \in \Pi$, and $i_{w} X_{P}$ is uniformly Lipschitz on $\Pi$ for each $w \in U$.

We introduce one more constant. By Assumptions A and B,

$$
|\omega|_{\Pi}^{\operatorname{lip}}+|\Omega|_{\Pi}^{\operatorname{lip}} \leq M<\infty .
$$

Finally observe that if $X_{P}$ satisfies Assumption C, then it does so with the $T_{0}$-neighborhoods $D(s, r)$ for all $s>0$ and $r>0$ sufficiently small. Under the conditions stated, we have the following KAM theorem.

Theorem A. 1 Suppose $N$ is a family of Hamiltonian of the form (A.1) defined on a phase space $\mathfrak{S}_{p}^{m}$ and depending on parameters in $\Pi$ so that Assumptions A and B are satisfied. Then there exist a positive constant $\gamma$, depending only on $m, d, \delta$, and the frequencies $\omega$ and $\Omega$, and the real number $s>0$ such that, for every perturbed Hamiltonian $H=N+P$ that satisfies Assumption C and the smallness condition

$$
\begin{equation*}
\epsilon=\left\|X_{P}\right\|_{r, q, D(s, r) \times \Pi}^{\mathrm{sup}}+\frac{\alpha}{M}\left\|X_{P}\right\|_{r, q, D(s, r) \times \Pi}^{\operatorname{lip}} \leq \alpha \gamma \tag{A.5}
\end{equation*}
$$

for some $r>0$ and $0<\alpha<1$, the following holds: There exist
(i) a Cantor set $\Pi_{\alpha} \subset \Pi$ with meas $\left(\Pi \backslash \Pi_{\alpha}\right) \rightarrow 0(\alpha \rightarrow 0)$,
(ii) a Lipschitz family of real analytic torus embeddings $\Phi: \mathbb{T}^{m} \times \Pi_{\alpha} \rightarrow \mathfrak{S}_{p}^{m}$, and
(iii) a Lipschitz map $\phi: \Pi_{\alpha} \rightarrow \mathbb{R}^{m}$
such that, for each $\xi \in \Pi_{\alpha}$, the map $\Phi$ restricted to $\mathbb{T}^{m} \times\{\xi\}$ is a real analytic embedding of a rotational frequency $\phi(\xi)$ for the perturbed Hamiltonian $H$ at $\xi$. In other words,

$$
t \mapsto \Phi(\theta+t \phi(\xi), \xi), \quad t \in \mathbb{R}
$$

is a real analytic quasi-periodic solution for the Hamiltonian $i_{\xi} H$ for every $\theta \in \mathbb{T}^{m}$ and $\xi \in \Pi_{\alpha}$.

Moreover, each embedding is real analytic on $D(s / 2)=\{|\Im x|<s / 2\}$, and

$$
\begin{aligned}
& \left\|\Phi-\Phi_{0}\right\|_{r, p, D(s / 2) \times \Pi_{\alpha}}^{\text {sup }}+\frac{\alpha}{M}\left\|\Phi-\Phi_{0}\right\|_{r, p, D(s / 2) \times \Pi_{\alpha}}^{\operatorname{lip}} \leq \frac{c \epsilon}{\alpha} \\
& |\phi-\omega|_{\Pi_{\alpha}}^{\text {sup }}+\frac{\alpha}{M}|\phi-\omega|_{\Pi_{\alpha}}^{\operatorname{lip}} \leq c \epsilon
\end{aligned}
$$

where

$$
\Phi_{0}: \mathbb{T}^{m} \times \Pi \rightarrow T_{0}, \quad(x, \xi) \mapsto(x, 0,0,0)
$$

is the trivial embedding for each $\xi$, and $c$ is a positive constant depending on the same parameters as $\gamma$.

Proof The proof can be found in [16].
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