Guo et al. Boundary Value Problems (2019) 2019:168 @ Boundary Value PrOblemS
https://doi.org/10.1186/513661-019-1273-2 a SpringerOpen Journal

RESEARCH Open Access
()]

A conservative numerical scheme for
Rosenau-RLW equation based on multiple
integral finite volume method

Cui Guo'’, Fang Li', Wenping Zhang' and Yuesheng Luo'

“Correspondence:

2185835@163.com Abstract
"Harbin Engineering University, . . . . . .
Harbin, PR. China A multiple integral finite volume method combined and Lagrange interpolation are

applied in this paper to the Rosenau-RLW (RRLW) equation. We construct a two-level
implicit fully discrete scheme for the RRLW equation. The numerical scheme has the
accuracy of third order in space and second order in time, respectively. The solvability
and uniqueness of the numerical solution are shown. We verify that the numerical
scheme keeps the original equation characteristic of energy conservation. It is proved
that the numerical scheme is convergent in the order of O(t? + h%) and
unconditionally stable. A numerical experiment is given to demonstrate the validity
and accuracy of scheme.
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1 Introduction

It is well known that nonlinear partial differential equations exist in many areas of mathe-
matical physics and fluid mechanics. In the nonlinear evolution equations, the Korteweg—
de Vries (KdV) and Rosenau-RLW (RLW) equations are two typical cases, given by

Up + Uy + Ulhy =0 (1.1)
and
Up — Uy + Uy + Uldy, = 0. (1.2)

The KdV equation (1.1) is a nonlinear model used to study the change forms of long
waves propagating in a rectangular channel. The RLW equation (1.2) is used to simulate
wave motion in media with nonlinear wave steeping and dispersion. The RLW equation
was proposed by Peregrine [1, 2] based on the classical KdV equation, and an explanation
of different situations of a nonlinear dispersive wave was given in his research.

Atthe same time, we notice that the motion described by the RLW equation has the same
approximate boundary as the KdV equation. It is well known that the KdV equation has
corresponding shortcomings. With the aim to overcome these unavoidable shortcomings
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of the KdV equation, Rosenau [3, 4] introduced an equation
Ut + Ugpxnr + Uy + Ul = 0. (1.3)

The theoretical studies, on the existence, uniqueness and regularity for the solution of
(1.3), have been performed by Park [5]. Various numerical techniques have been used
to solve the Rosenau equation [6—12], particularly including the discontinuous Galerkin
method, the C1-conforming finite element method [13], the finite difference method and
the orthogonal cubic spline collocation method. More detailed solving processes can be
obtained in Refs. [14—19].

On the other hand, for further understanding more general nonlinear behaviors of the

waves, the term —u,,; needs to be considered. So we address
Up — Uypt + Unygne + Uy + Uty = 0. (1.4)

This equation is usually called the Rosenau-RLW (RRLW) equation. Zuo et al. [20] pro-
posed a Crank—Nicolson finite difference method for the RRLW equation. Meanwhile,
a three-level difference scheme for (1.4) is investigated by Pan et al. [21]. Furthermore,
the finite element approximate solution is used to solve (1.4) and related error estimations
for both semi-discrete and fully discrete Galerkin methods are established [22-24]. The
coupling equation of KdV and RRLW is also solved through a three-level average implicit
finite difference scheme, showing second-order accuracy in space and time, simultane-
ously [25]. In Ref. [26], the Galerkin cubic B-spline finite element method is proposed to
construct the numerical scheme for the RRLW equation. Pan [27] investigated the C-N
scheme of RRLW equation through a more classic finite difference approach, and corre-
sponding solvability and convergence have been proved. In addition, the difference scheme
for the general RRLW equation is constructed by Wang [28] with some theoretical proofs.

The main contribution of the current work is to present a two-level implicit numerical

scheme for the following RRLW equation with some theoretic analysis:
Up — Uyt + Ut + Uy + Uty =0, (x,2) € (x7,%,) X [0, T (1.5)
with the initial condition
u(x,0) = up(x), x € [x;,x,] (1.6)
and boundary conditions
u(xy, t) = u(x,,t) = 0, U (X1, ) = Uy (%, 8) =0, £€[0,T]. (1.7)
Throughout this paper, we assume that the initial condition u(x) is sufficiently smooth
as required by the error analysis. The system (1.5)—(1.7) is known to satisfy the following

conservative law:

E@) = llull® + llux)l® + x| = E(0). (1.8)
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The contents of this paperis as follows. Firstly, in Sect. 2, we present some notations and
lemmas. In Sect. 3, we propose a multiple integral finite volume method which is a tool
for discrete partial differential equations. Thus a two-level implicit numerical scheme for
the RRLW equation is obtained. Next we discuss the discrete energy conservative laws of
the numerical scheme and prove its solvability and uniqueness in Sect. 3. We give prior
estimates of the numerical scheme in Sect. 4 and prove that the numerical scheme is con-
vergent and stable in Sect. 5. Finally, the error analysis and energy analysis of numerical
examples are given in Sect. 6.

In fact, the numerical discrete scheme with parameters constructed by us shows all the
discrete schemes that can be constructed by the finite difference method. By choosing the
undetermined parameters, we find the best discrete scheme. The best discrete scheme can
preserve the conservation property of the original differential equation well. At the same
time, for unknown functions in the original differential equation, this method reduces
greatly the requirements for the unknown functions in terms of mathematics. More im-
portantly, we explain the concrete and detailed methods about improving the accuracy of
the numerical discrete scheme.

2 Some notations and lemmas
2.1 Some notations
Let /7 and t be the uniform step sizes in the spatial direction and temporal direction, re-
spectively, where f = @ and 7 = %

Denote x; =x; +jh (0 <j <]), t, =nt (0 <n <N) and ul” ~ u(x; + jh,nt). Denote the
grid £2;, = {x;/j = 0,1,...,J} and 22 ={ujlup = u; = 0,j =0,1,...,J}. As usual, the following

notations will be used:

O R B S LS

), = -

e S ALY

) = = P S e
j

[ = ), ] = s |

In this paper we denote by C a positive constant, which may be of different values on
different occasions.

2.2 Some lemmas
Lemma 2.1 For any two mesh functions u,v € 79, we have

2
(thoizy ) = =ty ) = =l t1]| "

(x,v) = —(1, vx), (s V) = —(Ux> Vi),

Furthermore, if (). = (4] )az = 0, then ((4") v, u”) = flu |12

Page 3 of 17



Guo et al. Boundary Value Problems (2019) 2019:168

Lemma 2.2 2B - E is a positive definite matrix, where matrix E is the identity matrix of

order ] + 1 and

1 0 0 0 0
0 0 0O
01 7 0 0O
B=
0 00O 10
0 0O 70
(0 0 0 --- 0 0 1] F+Dx(+1)
Proof We know that
1 0 O 0 0 O]
0 13 2 0 0 O
0 2 13 0 0 O
2B-E-=
0 0 0 13 2 0
0 0 0 2 13 0
00 0 -~ 0 0 L1, o

100
Let By =[1],B, = [(1) 1(;],33 = |:g 123 é]’B]” =2B—E.Itis obvious that |B1| =1>0,|B,| =

13>0,|B3| =165>0and {|Bj|} (j=4,...,]) obeys
|Bj| = 13|B;_1| — |Bj2| + |Bj-3].
We can get

|Ba| = 13|Bs| — |Ba| + |B1l,

|Bs| = 13|B4| — |B3| + |Ba|,

(2.1)
|Bs| = 13|Bj_1] = |Bj-2| + |Bj-3].
We assume that |By|, |By|, ..., |Bj-1] > 0. We want to prove |B;| > 0. From (2.1),
|Bj| = 12(|Bj_1| + - - + |Bs|) — |Bj-2| + |Bs| + |Bi]
=11(|Bj_1| + -+ + [Bs|) + (I1Bj-1| + [Bj_s| + - - - + |Bs|) + 166 > 0. (2.2)

By the assumption, we have
|Bys1l = 1B;| > 0.

So 2B - E is a positive definite matrix. g
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Lemma 2.3 (Fixed point theorem [29]) H is a finite dimensional inner product space. We
assume g : H — H and g is continuous. If there exists a > 0, for any x in H, as long as ||x|| =

a, we have (g(x),x) > 0. Then there must exist x* € H (||x*|| < «), which obeys g(x*) = 0.

Lemma 2.4 (Discrete Sobolev’s inequality [29]) For any discrete function uj, and for any
given € > 0, there exists a constant K (g, n), depending only on ¢ and n, such that

llloo < & ||| + K(g,m) .

Lemma 2.5 (Discrete Gronwall’s inequality [30]) Suppose that the discrete function wy
satisfies the recurrence formula

Wy — W1 <Atw, + Btw,_1 + C,7,

where A, B, C,, (n=1,2,...,N) are nonnegative constants. Then

N
Walloo < (WO +7 Z Ck) 32(A+B)T;

k=1

where t is small, such that (A + B)T < % (N >1).

3 Animplicit conservative numerical scheme and its discrete conservative law
3.1 The multiple integral finite volume method

It is necessary to introduce the multiple integral finite volume method (MIFVM) briefly.
The method is a new approximation method for solving partial differential equation,
which is proposed by Yuesheng Luo. The basic idea is to make the original partial dif-
ferential equation to be an integral equation by a certain number of integrations in the
spatial x direction. The goal is that the integral equation no longer contains the deriva-
tive item of the unknown function. In this way, we avoid handling the approximation as
regards the derivative term.

Firstly, the number of integrations depends on the order of the highest derivative in the
spatial x direction of the unknown function in the partial differential equation. The rela-
tionship between m and r satisfies m = 2" — 1, where m is the number of integrations and
r is the order of the highest derivative of the unknown function in the spatial x direction.

Secondly, is it well known that the original partial differential equation usually is ex-
pressed by the derivative of an unknown function and an unknown function, for example
Uy, Uy Uryr Unsnze a0d 1. The MIFVM is to transform the original partial differential equa-
tion into an integral equation, which is expressed by u}'. u}' ~ u(x; + jh, n7) is the unknown
function’s approximate value at the grid node. If there is 17, ., which is not at the grid node,
in the integral equation, we often use the Lagrange polynomial to deal with it. This step is
just an approximation to the original function.

For example, for (1.5), the order of the highest derivative of unknown function is four.

By m = 2% — 1, we should make 15 times integrations for every item, as shown by

/ Ur — / Uxxt + / Uxxxxt + / Uy + / Uy = 0, (31)
XXXX XXX XXXX XXX XXXX
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where

d ¢ x,+sg x/+87 xj+56 x,'+£5

€

/ / / dxfl/ dxezf dxe,
XXXX Xj +87 Xit€q Xjt+€s Xj

] 7 7

x]'784 x]-—ag
X / dxq, / dx g, / dx.,
Xj—€4 Xj—€3 Xxj—€2

7 7

Xj—€2 *fp Xey Xdy Xey
X / dx, / dxy / dx, / dxg / dx,.
Xi—€1 xfl xel xdl xCl

]

xf X4 Xp
x/ dxb/ dxa/ udx, (3.2)

g €Ri=1,2,...,8. The center difference is used to deal with the first derivative in the
time direction. Then we can get a numerical scheme for the original equation.

3.2 Atwo-level implicit numerical scheme
In order to get a numerical scheme, which can preserve some properties of the original
equation, applying MIFVM to Eq. (1.5) on time # + % level, we let &1 = —g4 = —g5 = &g =
3h, gy =—63=—g6 =67 = ‘/Tgh. So we can get

x,'+\/§h xﬁ@h xj—‘/Tgh xj x,'+\/§h
dx, / dxy, / dx,, / dx,, f dxg,
xj+ 4 x,v—@h xj—\/§h xj—\/§h xj
x,~+«/§h xj+§h x,—?h
X dx, dx, / dx,
‘/—h ! Xj— ‘/_ : Xj— /3h !

/ dxs / dx, / dx, / dx, / dxy, / dx, / u; dx

x1+fh xﬁ@h xj—%h xj x,+fh
- dx;, / dxy, / dx. / dx. / daxg
xﬁ@h ’ x—L3h ' xj—~/3h : xj—~/3h ' % ?

73 / / 7

xj+«/§h xﬁ?h xj—éh
X / dx, / dx,, / duxe,
‘/gh xj— ‘/§ xi—~/3h

]

/ dxs / dx, f dx, / dx. f dxy, / dx, f Uyys AX

xj+«/§h xXj+ %—— Xj— % xj xi+\/§h
+ dxy, / dxy, / dx / dx, / dxg
xj+ ‘/3— ? xj—éh ! xj—«/gh “ xj—«/§h “ % ?
x/-+«/§h xj+éh x/—‘/Tgh
X dx dx dx
i+ B “ -l /x, N
/ dxs / dx, / dx, / dx, / dxy, / dx, / Uypxt AX
xj++/3h xﬁ@h x/—%h x xj++/3h
+ dx;, / dxy, / dx, / dx, / dx,
x/+§h ? xj—éh ! x,'—«/gh 2 x,'—«/gh ! xj :

/xj+\/§h x/‘+§h xj—éh
X dxga, / dx., / dx,
x'+§h x~—§h xj—~/3h

7 7
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/ dxs / dx, / dx, / dx, / dxy, / dx, / U, dx

xj++/3h Y L) % x++/3h
A e A A T A
x++/3h PRVEY PIREY)
x 5+ Lh dde/x NEPA e /x, V/3h e

/ dxs / dx, f dx, / dx, f dxy, / dx, f uu, dx = 0. (3.3)

There are five integration items. For the first item, the approximation of the first-order
derivative in the time direction is

M"+1 (x) —uy" (x)

e (%, t”*%) = .

+0(7?). (3.4)
For the third item, we use the five points Lagrange interpolation for the x direction. It is

(x —xj_1) (x — 27) (% — %11) (% — Xj12)

uln ) = (xj—z - xj-l)(x/—z - xj)(xj—z - xj+1)(xj—2 - x/+2) j_Z(t)

(x - xj,z)(x - xj)(x - xj+l)(x - x/+2)

(-1 — Xj-2) (51 — %) (%51 — Xj1) (K1 — %j12) uj-1(t)
(o = %j-2) (% = %-1) (% — X541) (% — X42) w(t)
(007 = 2x7-2) (7 — 21 (7 = 6701) (% = %142)
(0 = xj-2) (¥ — x7-1) (% — a) (x — 2%;40) 1 (2)
(01 — %5-2) (K741 — %j-1) (741 — %) (K741 — %42)
(o = %j2) (¥ — 1) (% — %)) (% — %j1) o (8) + O(H°). (3.5)

(xj+2 - xj—z)(xj+z - xj—l)(xj+2 - xj)(x/+2 - x,+1)

For the other three items, we use three points Lagrange interpolation for the x direction.
Itis

(x — %) (x — %j41)
(-1 — %)) (xj-1 — Xj41)

(x— xj—l)(x - xj+1)

u(x,t) = (%7 = 1) (%) — %51)

Ui (lf) +

u;(t)

(x— x;’—l)(x - xj)

(xj+1 - xj—l)(xjﬂ - xj)

w1 (8) + O(1). (3.6)

Substituting (3.4), (3.5) and (3.6) into (3.3) and simplifying, we get a two-level implicit
scheme for equation (1.5). We obtain

1 1 1 1 1
9( ln1 +7I/£ ]+1 )’\ ( ]n+2)xxt (u7+2)xxﬁ’t\+(u7+2)§

+%(M7+5) ( ,mli cl i) =0, 15j</-11=n=N-1, (3.7)
u;):uo(xj), 1<j<J]-1, (3.8)

uy=u; =0, (ug)m_c = (”;l)xx =0, 1<n<N-1. (3.9)

Page 7 of 17
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3.3 Conservative law of the discrete format
Theorem 3.1 The two-level implicit numerical scheme (3.7) admits the following invari-

ant:

why + |+ | =B = = EO

E”: Z

Proof Computing the inner product of (3.7) with 2umd (i.e. u™! + u"), according to

Lemma 2.1, we have

7
ol + Zu”“ Wi - 5o H Z Wi+~ St - )
L P ) + 22t <o, 6.10)
where P = 1(u o Ya( ;Hlé + u aE + U +11 ). Now, computing the last term of the left-hand

side in (3.10), we get

1
(P, 2u™72)
2 ntd ntd 1 +1 1
— | = 2 2 t3 n+y
= (3(uj )2 +u] +u]+1 ), u
J-1
1 n+2 n+2 n+é n+% n+£ n+é n+% n+% n+% n+% n+% n+%)
32 je1 Y Wit Wi Wiy — W Wy W Uy
j=1

J-
1 1 1 1 1 1 1 1 1 1
n+2 n+2 n+2 nty nty nty nty nty oty nty nty nty
|:Z T U Uy U Uy Uy Ty Ty U T U Uy )

j=1

1 1 1
nty nty niy

1 1
n+5 n+2 n+5
+M] 1 Ll] M]

+I/l] 1 ] 1 Lt]
(m; wid med el omel el

uy “uy “uy +u0 2uy uy ?)=0. (3.11)

Substituting (3.11) into (3.10), we have

7 7
5 ‘ n+1 H Zu;ﬁl 1n++11 _ 5 ”un H2
Zu e (7 i 174 e 7o e A e
We let

E”: Z

o+ L + ]

Page 8 of 17
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Then we obtain

|
|
=)

n_z n|2 %]71 n, n n|2 n 2_ n-1 _ .
B = w5 Yt [ P = B = (3.12)
j=1

The proof is completed. O

3.4 Solvability
Next, we shall prove the solvability of the difference scheme (3.7).

Theorem 3.2 The finite difference scheme (3.7) is solvable.

Proof For the difference scheme (3.7)—(3.9), we assume that u°, u!,...,u" (n < N —1) obey

(3.7). Next, we will prove that »"**! also satisfies (3.7). The operation g is defined as follows:
p P g
XXXX

2 T
gv) = §A(V — ") = 2(vaz — Ullz) + 2w — 2z + TVR g(V,'_l +Vi+vi)vz. (3.13)

It is obvious that g is continuous. Computing the inner product of (3.13) with v, accord-

ing to Lemma 2.1, we have

2 2
(g(V)’ V) - §(AV’ V) - § (Aun, V) B 2(%&’ V) + 2(”::%’ V) + (2Vxxx_x; V) - (2M;lxﬁr V)
= 2T Wy 2V LTy 2 A vl + 20l
9 9 9
=2 17l + 2007l = 2] 17
= Joarh e+ ) <A
1
= I+ vl = [+ vl = ]
1 1
> 5 @hmin = DIV = 5[ As” 1P = | - ],
where
10 0 --- 0 0 0]
7 0 0 0
01 7 0 0 0
A= 0o n =W+1L,
0 0 0 7 0
0 0 0 1 7 1
0 0 0 0 0 1

L = J+D)x(+1)
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[1 0 0 --- 0 0 O]
07 1 0 0 O
0 7 0 0 O
W: E ’
0 0 O 7 10
0 0 O 7 0
|10 0 0 --- 0 0 1] U1 x0+1)
[0 0 O --- 0 0 O]
0 0 0 0 O
o000 .- 00O
L= ,
000 -~ 00O
0 0 O 0 0
oo0O0 -~ 00O

L o < JiD)xg+1)

Amin is the minimum eigenvalue of W. By Lemma 2.2, we know that 2Ai, —1 > 0. Let

7 = g (o« o+ )

We have (g(v),v) > 0, Vv e Z0 According to Lemma 2.3, there is v* € Z) which obeys
g(v*) =0. So we let v* w " then ytt! obeys (3.7). O

Theorem 3.3 The finite difference scheme (3.7) has a unique solution.

Proof Let I"*! = "1 — V"1 where U/"*! and V"*! are both the solution of scheme (3.7).
We want to prove that I"*! = 0. According to (3.7), we get

+1 1 1 1 1 1
S+ 7@ ) () - () () s ()
roly S t) =y, Py ?) =0, (3.14)

1 1 1 1
where (p(u;ﬁz, n+2) = —( 7+2);(u7j12 + u;Hz + U +1 ) Computing the inner product of
(3.12) with 213 (I" + I"*1), we have

2
”1;1+1 || 5 I/n+11jTil ‘In Zln 1}11
j=1
1 1
(o I Ve DRl (V o R VN )
1 1 1

+ ((p(umi,umi) —(,0(11’+7 n+2) Jias ) =0.

Page 10 of 17
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1

CIr P+ P+ et 17+ ),

we have

oh 7

9.[ ]n+1 ]’Tll _ 9_1: ”[n ”2
j=1

1
s (I =) +

<C(r P e et P+ ).

thl

||1”*1 [I*+

Let

7 p)/
Q@ = 2+ 2 P )
j=1
So we get

QIH—I _ Qn < CT(Q”+1 + Qn)'
That is,

1+C
QVHI < %Qn — (1 + l?‘T)Qn,

where ¥ = % Then we have

Qn+1 <(1+97)Q"<---<(1+ l?‘L')nHQO

2, 2h /1 0 2 2
Because Q° = Z |11 + S DL+ IR0 + 1,1 =

J-1

2h
III” I+ 5 2o + 1) + ] =o.

j=1

912
1 n+1
oz - e

]_

j=1

nr

j+1

< ~'§€ﬂT(H+I)QO.

0, Qn+1 < ez?r(nH)QO

P DI S en Nl

=0. We have

Page 11 of 17
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It is well known that
S P P < @ =0
So )% = ||U™*! — V™12 = 0. We can say that U"*! = V7L, O

4 Some prior estimates for the difference solution

In this section, we shall make some prior estimates for the numerical scheme.

Theorem 4.1 Assume that uy € Hg [x1,%,] then there is the estimation for the solution of

the numerical scheme (3.7)
|we=C ] =C u]=C
Proof 1t follows from (3.12) that

5 712 2 }’12 2]71}1}’! 1’12 1’12
e P R A T R 7 o 4 SR P e @
i=1

we obtain from (4.1)
St )2 o (|2
ol 7+ o™+ " = €.
So
vl =c lwl=c  Jw]=c
It follows from Lemma 2.4 that ||#”||« < C. O
Remark 4.1 Theorem 4.1 implies that the scheme (3.7)—(3.9) is unconditionally stable.
5 Convergence and stability of the difference scheme

Now, we consider the truncation error of scheme of (3.7). Firstly, we define the truncation
error as follows:

E ”*% _ 1 n+1 7 n+1 n+1 n 7Y n ”*%
rp = E(Vi—l TV Vi Vi~V Vi+1) + (Vz' );
1 1 1 1 1 1 1
}’l+2 }’H—z VH—Z }’l+2 Vl+2 VH—Z
- (v )xz?‘* (v; )xxx—x?‘* g("i )x("i—l v L) (5.1)

According to Taylor expansion and Lagrange interpolation, we obtain the following.

Lemma 5.1 Assume that uy € Hg[x;,x,] and u(x,t) € C>?, then the truncation errors of the

numerical scheme (3.7) satisfy

1
n+y

= O(r2 + h3). (5.2)
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Theorem 5.1 Assume that uy € Hy[x;,x,] and u(x,t) € C>2, then the solution of the nu-
merical scheme (3.7) converges to the solution of the initial-boundary value problem (1.5)—
(1.7) with order O(t? + h®) by the || - || oo norm.

1 1
Proof Let e]'?JrZ = u(xj, t”‘“%) - M;HZ. Subtracting (3.7) from (5.1), we have

n+3 1 n+1 n+1 n+1 7 n 7 1 n+1 7 2
Er; % = — (e +7ef v et =€l = 7€l — el )+~ () + (¢):) — (¢ 7).

J 9r V- j+1 ) J j+1 4\\T IR J J xxt
1 1
# (6" e+ 5 (05 7)) (o0, 77 2) 4 w( £702) 4 0, 270 2))
1 1 1 1 41
- g(u?z)?(u;flz + Ty u1+12). (5.3)

For simple notation, the last two terms of (5.3) are defined by

Q= (uloy £72)); (a1, %) + 1 £772) + (g, £72)

(W7 v ),

Computing the inner product of (5.3) with 2et3 (i.e. e™! +e"), we get

(5", 203

7 n+l|2 2h & n+l _n+l n 2 n+1 |2
gl S e -5 z e (e - )
(IIe””H ~ [e]?) + (Q2e2). (54)

According to Theorem 3.3, we obtain
~(Q2e %) < (e |*+ e + ek I + ek )- (5.5)
In addition, obviously
(B2 d) = (B Dt e ) < B (e e )

Substituting (5.4) and (5.5) into (5.3), we have

n+1|| ZhIXI:erH-l 7:11 Z n 2 21”]2_: ”1
+ e 7 = el + et I - lerl?
<c|Em3)t e o (IIe””!I +[er]”)
s P e + et I+ lex])- (5.6)

Let B" = Z|le"||* + Z 1] llel ey + llefll” + llef |I%, then (5.6) can be rewritten as

B*l_B'<1 ||Er”+% ||2 + C‘E(Bn+1 +B").

Page 13 of 17



Guo et al. Boundary Value Problems (2019) 2019:168 Page 14 of 17

So
(1-Co)(B™ - B") < | E"*3|* +2CeB".
If © is sufficiently small so that it satisfies 1 — Ct = o > 0, then
B - B" < Ct|Er3 | + CTB". (5.7)

Summing up (5.7) from O to n — 1, we have
n-1 . n-1
B'-B'<Ct ) |EMz| +C ) B
i=0 i=0

Noticing, 7 Y | EF*3 |2 < nt maxo<izy 1 [EF* 3|2 < T - O(z2 + H2)?, € = 0. We get
0 _
’ H_e:'ce, from Lemma 2.5, we obtain
B"<0O(x* + h3)2.
That is,
Tl ol o fon (12 2 73)2
slel+lexl™+ lex]” = o+ #)".
So
] <o@+m), el =0k, ekl < 0@ i)
Using Lemma 2.4, we get [l€" || < O(t% + 1®). 0

Theorem 5.2 Under the conditions of Theorem 5.1, the solution of the numerical scheme
(3.7) is unconditionally stable by the || - ||oo norm.

6 Numerical experiment
In this section, we will calculate some numerical experiments to verify the correctness of
our theoretical analysis in the above part.
Consider the following initial boundary value problem of the Rosenau-RLW equation:
Up — Ut + Ut + Uy + Ul =0, (x,2) €(0,1) x (0, T) (6.1)
with the initial condition
u(x,0) =231 -x)3, x€[0,1] (6.2)

and boundary conditions

w0, =u(1,0) =0,  un(0,) = un(l,8)=0, tel0,T). (6.3)
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Table 1 Absolute error of numerical solution at T = 0.02

X J=10 J=30 J=50 J=280
0.1 1.92E-08 1.03E-09 245E-10 345E-12
0.2 3.23E-08 1.63E-09 347E-10 5.25E-11
03 3.27E-08 1.52E-09 2.33E-10 1.66E-10
04 2.09E-08 7.95E-10 549E-11 3.21E-10
0.5 2.11E-09 2.30E-10 4.09E-10 4.69E-10
0.6 1.68E-08 1.23E-09 7.20E-10 5.70E-10
0.7 291E-08 1.87E-09 8.82E-10 5.84E-10
0.8 2.96E-08 1.86E-09 8.07E-10 4.85E-10
0.9 1.76E-08 1.14E-09 4.80E-10 2.76E-10
Table 2 Discrete energy values at h=1 =0.02
t E" E" [21] E" [20]
0.1 0.058374806402 0.058524796850 0.057831719901
0.2 0.058374806389 0.058524796915 0.057831712420
03 0.058374806373 0.058524796919 0.057831704931
04 0.058374806345 0.058524796957 0.057831697437
0.5 0.058374806324 0.058524796889 0.057831689928
0.6 0.0583748062860 0.058524796925 0.057831682415
0.7 0.058374806258 0.058524796877 0.057831674891
0.8 0.058374806217 0.058524796939 0.057831667363
0.9 0.058374806168 0.058524797018 0.057831659824
1.0 0.058374806107 0.058524797061 0.057831652277
0.08
0.075 .
0.07f 8
0.0651 8
0.06f .
0.055 8
0.05} 8
0.0451 8
004 : : 5

Figure 1 Energy conservation properties of (3.7) at /=100, T =0.02, T = 10

Because we do not know the exact solution of (6.1)—(6.3), we consider the numerical

solution of fine grid, taking /1 =

, as the accurate solution of (6.1)—(6.3). Next we com-

pare the numerical solution of the coarse grid and the numerical solution of fine grid. In

order to obtain the error estimation, we consider the solution as a reference solution of the

grid. In Table 1, with the time step 7 = 0.02, we give the absolute error between numerical

solution and accurate solution under a different spatial step /.

According to the numerical results in Table 1, we can see that numerical format (3.7) is

effective.
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In Table 2, with /2 = t = 0.01, discrete energy values of numerical format (3.7) are given
and are compared with the discrete energy values in the literature [20] and [21]. It can be
seen that the multiple integral finite volume method preserves the conservation of discrete
energy better than the numerical method in the literature [20] and [21]. Figure 1 shows

the energy conservation properties of scheme (3.7) with / = 100, 7 = 0.02, T = 10.

7 Conclusion

In this paper, we have presented a two-level implicit nonlinear numerical scheme for the
Rosenau-RLW equation, which has a wide range of applications in physics. The unique-
ness, convergence and stability with O(z2 + 43) of the numerical scheme were discussed
in detail. The scheme kept the energy conservation characteristic of the original equation.

Finally, a numerical experiment shows that our scheme is efficient.
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