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Firstly, we introduce the mathematical model which has three unknown functions:
• σ (r, t)—the nutrient concentration at radius r and time t,
• β(r, t)—the inhibitor concentration at radius r and time t,
• R(t)—the outer tumor radius at time t.
Nutrient concentration σ and inhibitor concentration β satisfy the following two

reaction-diffusion equations respectively:

c1
∂σ

∂t
=

1
r2

∂

∂r

(
r2 ∂σ

∂r

)
– λσ , 0 < r < R(t), t > 0, (1.1)

c2
∂β

∂t
=

1
r2

∂

∂r

(
r2 ∂β

∂r

)
– γβ , 0 < r < R(t), t > 0, (1.2)

where ci = Ti
diffusion/Tgrowth (i = 1, 2) are positive constants which represent the ratio of

the nutrient/inhibitors diffusion time scale to the tumor growth (e.g., tumor doubling)
time scale (for details, please see [6, 11, 13]), T1

diffusion represents the ratio of the nutrient
diffusion time scale, and T2

diffusion represents the ratio of the inhibitors diffusion time scale.
λ is the consumption rate of nutrient and γ is the consumption rate of inhibitors.

By the mass conservation law, the rate of tumor volume change is equal to the rate of
tumor volume growth caused by tumor cell proliferation minus the rate of tumor volume
reduction caused by tumor cell natural apoptosis and tumor cell apoptosis caused by in-
hibitors. Thus, the changes of R satisfy

d
dt

(
4πR3

3

)
= S – Q – I, (1.3)

where S and Q denote the rates of proliferation and natural apoptosis respectively and I
represents the apoptosis rate caused by inhibitors.

Assume that the proliferation rate is proportional to the local nutrient concentration.
The coefficient of proportionality is denoted by μ, then

S = 4π

∫ R(t–τ )

0
μσ (r, t – τ )r2 dr, (1.4)

where τ (≈ 24 hours) is the time delay in cell proliferation process. We assume that the
natural apoptosis rate is a constant denoted by a. For the convenience of mathematical
discussion, let a = μσ̃ , so the apoptosis rate and proliferation rate of cells have the common
factor μ, and

Q = 4π

∫ R(t)

0
μσ̃ r2 dr. (1.5)

Assume the apoptotic cell loss rate caused by inhibitors is proportional to the local in-
hibitors concentration. The coefficient of proportionality is denoted by ν , thus

I = 4π

∫ R(t)

0
νβ(r, t)r2 dr. (1.6)
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Since nutrients enter the tumors by their vascular system, following the ideas of [12, 19,
23], we will consider the problem with the following boundary conditions:

∂σ

∂r
+ α1(σ – σ̄ ) = 0, r = R(t), (1.7)

∂β

∂r
+ α2(β – β̄) = 0, r = R(t), (1.8)

where αi (i = 1, 2) are positive constants which depend on the density of the blood vessels;
σ̄ denotes the external concentration of nutrients, and β̄ denotes the external concentra-
tion of inhibitors. In [12], the authors consider a more general boundary condition where
α is assumed to be a positive function of t, but they do not consider the effects of inhibitors
and the time delay. In [19], a mathematical model with effect of inhibitor is studied where
the natural apoptosis rate is assumed to be 0, and there is no discussion of the effect of
the inhibitor on tumor growth. In [23], the authors consider a problem without the effect
of inhibitors and the time delay, but with surface tension. The authors prove that the free
boundary problem has a unique radial stationary solution which is asymptotically stable
for large surface tension coefficients, whereas unstable for small surface tension coeffi-
cients.

Consider the problem together with the following initial value function:

R(t) = ϕ(t), –τ ≤ t ≤ 0. (1.9)

From [6, 9] we know that Ti
diffusion ≈ 1 min (i = 1, 2) and Tgrowth ≈ 1 day, so that ci � 1

(i = 1, 2). For this reason and simplicity, we only consider the limiting case where ci = 0
(i = 1, 2) in this paper. Since the tumor has only one vascular system, it is reasonable to
assume that α1 = α2 := α. Thus, in this paper we study a delayed mathematical model for
tumor growth with angiogenesis as follows:

�rσ – λσ = 0, 0 < r < R(t), t > 0, (1.10)

∂σ

∂r
+ α(σ – σ̄ ) = 0, r = R(t), t > 0, (1.11)

�rβ – γβ = 0, 0 < r < R(t), t > 0, (1.12)

∂β

∂r
+ α(β – β̄) = 0, r = R(t), t > 0, (1.13)

d
dt

(
4πR3(t)

3

)

= 4π

(∫ Rτ

0
μστ r2 dr –

∫ R(t)

0
νβ(r, t)r2 dr –

∫ R(t)

0
μσ̃ r2 dr

)
, t > 0, (1.14)

R(t) = ϕ(t), –τ ≤ t ≤ 0, (1.15)

where στ = σ (r, t – τ ), Rτ = R(t – τ ), and

�r· =
1
r2

∂

∂r

(
r2 ∂·

∂r

)
.
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The paper is arranged as follows. In Sect. 2, we prove the existence and uniqueness of the
solution to Eqs. (1.10)–(1.15). Section 3 is devoted to the steady state solutions and their
stability. In Sect. 4, we discuss the effects of inhibitor and nutrient parameters on tumor
growth.

2 Existence and uniqueness of the nonnegative solution to problem
(1.10)–(1.15)

We introduce the following functions which will be used in our following analysis:

p(x) =
x coth x – 1

x2 , g(x) = xp(x) = coth x –
1
x

, h(x) = x3p(x)

and

D(x) =
h(x)

α + g(x)
, L(x) =

l(ϑx)
l(x)

, l(x) =
αp(x)

α + g(x)
.

Lemma 2.1
(1) p′(x) < 0 for all x > 0, and limx→0+ p(x) = 1

3 , limx→∞ p(x) = 0.
(2) h(x) and g(x) are strictly monotone increasing for x > 0, and

g(0) = 0, lim
x→∞ g(x) = 1, g ′(0) = 1/3.

(3) For any α > 0, D(x) is strictly monotone increasing for x > 0.
(4) When 0 < ϑ < 1, L(x) is strictly monotone increasing for x > 0; when ϑ > 1, L(x) is

strictly monotone decreasing for x > 0.

Proof (1) Please see the last eight lines in the proof of Theorem 2.1 on page 266 in [13].
(2) The proof of monotonicity of h can be found on page 533, lines 5–10 in [10]. For the

proof of the properties and monotonicity of g , please see Lemma 2.1 in [12].
(3) Direct computation yields

D′(x) =
h′(x)(α + g(x)) – g ′(x)h(x)

(α + g(x))2

=
αh′(x)

(α + g(x))2 +
(

h(x)
g(x)

)′ g2(x)
(α + g(x))2

=
αh′(x)

(α + g(x))2 + 2x
g2(x)

(α + g(x))2 > 0,

where we have used the facts that h′(x) > 0 and g(x) > 0. Thus, D(x) is strictly monotone
increasing for x > 0.

(4) First, we prove xl′(x)
l(x) is strictly monotone decreasing in x. Since

xl′(x)
l(x)

=
x(αp′(x) – p2(x))
p(x)(α + xp(x))

,

by a direct computation, we have

(
xl′(x)
l(x)

)′
=

J(x)
p2(α + xp)2 ,
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where

J(x) = α2[(p′ + xp′′)p – x
(
p′)2)

]
+ α

[
p
(
x2p′′p – 2xp′p – 2x2(p′)2 – p2) + xp2p′]. (2.1)

Noticing that

(
p′ + xp′′)p – x

(
p′)2 = p2

(
xp′

p

)′
< 0

and

p
(
x2p′′p – 2xp′p – 2x2(p′)2 – p2) + xp2p′ = xp3

(
xp′

p

)′
– 2p

[
(xp)′

]2 < 0,

where we have used the facts that ( xp′
p )′ < 0 (see Lemma 2.2 [21]), p > 0, and (xp)′ > 0 (see

Lemma 2.1(2)) for x > 0, we can get J(x) < 0 for α > 0, x > 0. Therefore ( xl′(x)
l(x) )′ < 0 for x > 0,

which implies that xl′(x)
l(x) is strictly monotone decreasing in x.

Next, by a direct computation, one can get

L′(x) =
(

l(ϑx)
l(x)

)′
=

ϑ l′(ϑx)l(x) – l′(x)l(ϑx)
l2(x)

=
l(ϑx)
xl(x)

(
ϑxl′(ϑx)

l(ϑx)
–

xl′(x)
l(x)

)
.

Then, it follows that

L′(x)

⎧⎪⎪⎨
⎪⎪⎩

> 0, 0 < ϑ < 1,

= 0, ϑ = 1,

< 0, ϑ > 1.

This completes the proof. �

Theorem 2.2 For any nonnegative initial value function ϕ(t), t ∈ [–τ , 0], there exists a
unique nonnegative solution to problem (1.10)–(1.15).

Proof The solution to (1.10)–(1.13) is

σ (r, t) =
ασ̄

α + g(
√

λR)
f (

√
λr)

f (
√

λR(t))
, β(r, t) =

αβ̄

α + g(√γ R)
f (√γ r)

f (√γ R(t))
, (2.2)

where f (x) = sinh x/x. Substituting (2.2) into (1.14) and setting x =
√

λR, one can get

dx
dt

= μσ̄x
[

α

α + g(xτ )
x3

τ p(xτ ))
x3 –

νβ̄

μσ̄

αp(ϑx)
α + g(ϑx)

–
σ̃

3σ̄

]
, (2.3)

where ϑ =
√

γ /λ, xτ = x(t – τ ) and p, g are as before. Let y = x3. Then Eq. (2.3) takes the
following form:

dy
dt

= 3μσ̄y(t –τ )l
( 3
√

y(t – τ )
)

–
[
3νβ̄l

(
ϑ 3

√
y(t)

)
+ σ̃

]
y(t) =: –F

(
y(t)+H

(
y(t –τ )

))
, (2.4)
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where

F(y) =
[
3νβ̄l

(
ϑ 3

√
y(t)

)
+ σ̃

]
y(t) =

[
3ναβ̄

ϑ3 D
(
ϑ 3

√
y(t)

)
+ σ̃

]
y(t)

and

H
(
y(t – τ )

)
= 3μσ̄y(t – τ )l

( 3
√

y(t – τ )
)

= 3μασ̄D
( 3
√

y(t – τ )
)
.

Accordingly, the initial condition is as follows:

y0(t) =
√

λ3ϕ3(t), –τ ≤ t ≤ 0. (2.5)

Thus we only need to prove the existence and uniqueness of the solution to (2.4) and (2.5).
By Lemma 2.1(3), we easily get

F ′(y) =
ναβ̄

ϑ2 D′(ϑ 3
√

y(t)
) 3
√

y(t) +
[

3ναβ̄

ϑ3 D
(
ϑ 3

√
y(t)

)
+ σ̃

]
> 0

for y > 0. If y0(t) is continuous for t ∈ [–τ , 0], by Lemma 2.3 in [22], one can get that there
exists a unique solution to Eq. (2.4) on R+. From Lemma 2.1(3) we know that H(y) ≥ 0
for all y ≥ 0, by Theorem 1.1 in [3], it is easy to get the solution of problem (2.4), (2.5) is
nonnegative on R+. This completes the proof. �

3 The steady state solutions and their stability
Lemma 3.1 Assume that μσ̄ > νβ̄ + μσ̃ . The problem has at least one unique positive
steady state solution x = xs for any α > 0. Assume further that 0 < ϑ < 1, the problem has a
unique positive steady state solution x = xs for each α > 0. Moreover, xs is related to α and
η. If we take xs as a function of α and η, we write it as xs = xs(α,η). Then xs(α,η) is strictly
monotone increasing in α and strictly monotone decreasing in η, where η = σ̃ /σ̄ . Further-
more, for each η ∈ (0, 1), xs → xD

s , as α → ∞, where xD
s is the unique positive solution to

p(x) –
νβ̄

μσ̄
p(ϑx) = η/3. (3.1)

Proof The steady state solutions satisfy the following equation:

α

α + g(x)
p(x) –

νβ̄

μσ̄

α

α + g(ϑx)
p(ϑx) =

η

3
, (3.2)

where η = σ̃ /σ̄ . Rewrite (3.2) in the following form:

Θ(x) := l(x)Λ(x) = l(x)
(

1 –
νβ̄

μσ̄
L(x) –

η

3l(x)

)
= 0,

where Λ(x) = 1 – νβ̄

μσ̄
L(x) – η

3l(x) , L(x) and l(x) are as before. Since

lim
x→0

Λ(x) = 1 –
νβ̄

μσ̄
– η, lim

x→∞Λ(x) = –∞, (3.3)
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by the mean value theorem, one can get that there exists at least one positive solution
x = xs to (3.2) if

1 –
νβ̄

μσ̄
– η > 0 ⇔ μσ̄ > νβ̄ + μσ̃ . (3.4)

Since

l′(x) =
α[αp′ – p2]
(α + xp)2 < 0, (3.5)

then, if 0 < ϑ < 1, by Lemma 2.1(4), we have

Λ′(x) = –
νβ̄

μσ̄
L′(x) +

ηl′(x)
(3l(x))2 < 0.

Therefore, there exists a unique positive solution x = xs to (3.2) if condition (3.4) holds.
Next we prove that Eq. (3.1) has a unique solution xD

s . Since p(x) > 0, it suffices to prove
that

1 –
νβ̄

μσ̄

p(ϑx)
p(x)

–
η

3p(x)
= 0 (3.6)

has a unique solution xD
s . By a simple computation, for 0 < ϑ < 1, one can get

(
p(ϑx)
p(x)

)′
=

p(ϑx)
xp(x)

(
ϑxp′(ϑx)

p(ϑx)
–

xp′(x)
p(x)

)
> 0,

since ( xp′
p )′ < 0 (see Lemma 2.2 [21]). Therefore, noting the facts p(x) > 0 and p′(x) < 0 for

x > 0, the function 1 – νβ̄

μσ̄

p(ϑx)
p(x) – η

3p(x) on the left-hand side of (3.6) is monotone decreasing
in x. Then Eq. (3.6) has a unique solution xD

s follows from the facts that

lim
x→0

(
1 –

νβ̄

μσ̄

p(ϑx)
p(x)

–
η

3p(x)

)
= 1 –

νβ̄

μσ̄
– η > 0

and

lim
x→∞

(
1 –

νβ̄

μσ̄

p(ϑx)
p(x)

–
η

3p(x)

)
= –∞ < 0.

If we take xs as a function of α and η, we write it as xs = xs(α,η). Using the derivative rule
of implicit function, by taking the derivative of α on both sides of the equation Λ(xs(α,η)) =
0, one can get

–
νβ̄

μσ̄
L′

xs x
′
α –

νβ̄

μσ̄
L′

α +
ηl′xs

3l2

(
l′xs x

′
α + l′α

)
= 0, (3.7)

where x′
α := ∂xs

∂α
(α,η), and

l′α =
∂l
∂α

(xs,α,η) =
g

(α + g)2 > 0,



Xu and Su Boundary Value Problems         (2020) 2020:48 Page 8 of 11

L′
α =

∂L
∂α

(xs,α,η) =
xp2(xp′ – p)
p2(α + xp)

< 0,

l′xs =
∂l
∂xs

(xs,α,η) =
–g ′

(a + g)2 < 0.

From Lemma 2.1(4), we know that L′
xs > 0. It follows that

∂xs

∂α
=

– νβ̄

μσ̄
L′

α + ηl′α
3l2

νβ̄

μσ̄
L′

xs – ηl′xs
3l2

> 0.

Similarly, by the derivative rule of implicit function, we take the derivative of η on both
sides of the equation Λ(xs(α,η)) = 0 and find the derivative of η, which is given by

∂xs

∂η
=

l
–3Al2L′

xs + ηl′xs

< 0,

where A = νβ̄

μσ̄
and l′xs is as before, where we used the facts that L′

xs > 0 and l′xs < 0 for
ϑ ∈ (0, 1). Therefore xs(α,η) is strictly monotone increasing in α and strictly monotone
decreasing in η, where η = σ̃ /σ̄ . Then it follows that, for each η ∈ (0, 1), xs → xD

s as α → ∞,
where xD

s is the unique positive solution to

p(x) –
νβ̄

μσ̄
p(ϑx) = η/3.

This completes the proof. �

Lemma 3.2 ([10]) Consider the initial value problem of a delay differential equation

ẋ(t) = G
(
x(t), x(t – τ )

)
, t > 0, (3.8)

x(t) = x0(t), –τ ≤ t ≤ 0. (3.9)

Assuming that the function G is defined and continuously differentiable in R+ × R+ and
strictly monotone increasing in the second variable, we have following results:

(1) If xs is a positive solution of the equation G(x, x) = 0 such that G(x, x) > 0 for x less than
but near xs, G(x, x) < 0 for x greater than but near xs. Let (c, d) be the (maximal) interval
containing only the root xs of the equation G(x, x) = 0. If x(t) is the solution of the problem
of (3.8), (3.9) and x0(t) ∈ C[–τ , 0], c < x0(t) < d for –τ ≤ t ≤ 0, then

lim
t→∞ x(t) = xs.

(2) If G(x, x) < 0 for all x > 0, then

lim
t→∞ x(t) = 0.

Theorem 3.3 Assume ϑ ∈ (0, 1). For any nonnegative initial value ϕ(t), –τ ≤ t ≤ 0,
(1) if μσ̄ > νβ̄ + μσ̃ , the solution of (2.3) converges to xs as t → ∞;
(2) if μσ̄ < νβ̄ + μσ̃ , the solution of (2.3) converges to 0 as t → ∞.
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Proof Let

G(x, y) =
α

α + g(y)
y3p(y))

x3 –
νβ̄

μσ̄

αp(ϑx)
α + g(ϑx)

– η/3,

where η = σ̃ /σ̄ . Then

G(x, x) = Θ(x) = l(x)Λ(x) = l(x)
(

1 –
νβ̄

μσ̄
L(x) –

η

3l(x)

)
.

Direct computation yields

∂G
∂y

=
α

x3
∂F
∂y

> 0,

thus G is strictly monotone increasing in the second variable y.
By Lemma 2.1(4) and (3.5), we know that Λ(x) is strictly monotone decreasing, and by

Lemma 2.1(1) (2), one can easily get

lim
x→0

Λ(x) = 1 –
νβ̄

μσ̄
– η, lim

x→∞Λ(x) = –∞.

If μσ̄ > νβ̄ + μσ̃ , we can get that there exists a unique positive constant xs such that xs is
the unique positive solution of the equation G(x, x) = 0. Moreover, G(x, x) > 0 for x < xs;
G(x, x) < 0 for x > xs. By Lemma 3.2(1), we get that

lim
t→∞ R(t) = xs

holds for any nonnegative initial value ϕ(t), –τ ≤ t ≤ 0.
(2) By the facts that Λ(x) is strictly monotone decreasing and

lim
x→0

Λ(x) = 1 –
νβ̄

μσ̄
– η, lim

x→∞Λ(x) = –∞,

if μσ̄ < νβ̄ + μσ̃ , one can get that

G(x, x) = l(x)Λ(x) < 0

since Λ(x) < 0. By Lemma 3.2(2), we get that

lim
t→∞ R(t) = 0

holds for any nonnegative initial value ϕ(t), –τ ≤ t ≤ 0. This competes the proof. �

4 Effects of inhibitor and nutrient parameters on tumor growth
We consider the relevant parameters of inhibitors and nutrients as independent variables
and write (2.3) as follows:

dx
dt

= Φ(x, xτ , σ̄ , β̄ ,ϑ), (4.1)
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where

Φ(x, y, σ̄ , β̄ ,ϑ) = μσ̄x
[

α

α + g(y)
y3p(y))

x3 –
νβ̄

μσ̄

αp(ϑx)
α + g(ϑx)

–
σ̃

3σ̄

]
.

By a simple computation, we have

∂Φ

∂ᾱ
=

νβ̄

σ̄

αxp(ϑx)
α + g(ϑx)

+
μσ̃

3σ̄
x > 0,

∂Φ

∂β̄
= –ν

αxp(ϑx)
α + g(ϑx)

< 0,
(4.2)

and

∂Φ

∂ϑ
= –νβ̄αx

ϑ[αp′(ϑx) – p2(ϑx)]
[α + g(ϑx)]2 > 0. (4.3)

Assume σ̄1 > σ̄2 and the other parameters β̄ , μ,ν,ϑ , σ̃ , and α being fixed. Under the condi-
tions of the above parameters, where σ̄1 > σ̄2 and β̄1 = β̄2, ϑ1 = ϑ2,μ1 = μ2,ν1 = ν2, σ̃1 = σ̃2,
and α1 = α2, let x1(t) and x2(t) be the solutions to problem (4.1) with the same initial value
function ϕ respectively. Since

∂Φ

∂y
=

μσ̄α

x2
∂F
∂y

> 0,

by the comparison principle (see, e.g., Lemma 3.1 [10]), one can get that x1(t) ≥ x2(t) for
all t > 0. Biologically speaking, if other conditions remain unchanged, increasing the con-
centration of external nutrients will increase the radius of tumors.

Similarly, by the comparison principle, (4.2), and (4.3), we can get:
• If other conditions remain unchanged, increasing the concentration of external

inhibitors will reduce the radius of tumors.
• If other conditions remain unchanged, increasing ϑ will increase the radius of tumors.
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