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Abstract
This paper deals with the homogeneous Neumann boundary value problem for
chemotaxis system

{
ut =�u –∇ · (u∇v) + κu –μuα , x ∈ �, t > 0,

vt =�v – uv, x ∈ �, t > 0,

in a smooth bounded domain � ⊂ R
N(N ≥ 2), where α > 1 and κ ∈ R,μ > 0 for

suitably regular positive initial data.
When α ≥ 2, it has been proved in the existing literature that, for any μ > 0, there

exists a weak solution to this system. We shall concentrate on the weaker degradation
case: α < 2. It will be shown that when N < 6, any sublinear degradation is enough to
guarantee the global existence of weak solutions. In the case of N ≥ 6, global
solvability can be proved whenever α > 4

3 . It is interesting to see that once the space
dimension N ≥ 6, the qualified value of α no longer changes with the increase of N.

MSC: 35Q30; 35Q92; 92C17; 35K55; 35B65

Keywords: Chemotaxis; Logistic source; Global weak solution

1 Introduction
Chemotaxis is a characteristic of organisms that move toward an environment conducive
to their own growth. A pioneering mathematical model for chemotaxis was proposed by
Keller and Segel in 1970s [1]. The so-called Keller–Segel minimal model consists of two
equations of the form:

⎧⎨
⎩ut = �u – ∇ · (u∇v), x ∈ �, t > 0,

vt = �v – v + u, x ∈ �, t > 0,
(1)

where u and v denote the cell density and chemosignal concentration, respectively. It has
been shown that all the solutions to the homogenous Neumann initial-boundary value
problem associated with (1) in � ⊂ R

N (N ∈ N) are bounded when either N = 1 or N = 2
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and total mass
∫
�

u0 is small [2, 3], while some finite/infinite-time blow-up may occur
when N ≥ 3 or N = 2 and

∫
�

u0 = m > 0 is large [4–6].
The classical Keller–Segel model only considers the diffusion and chemotaxis of cells.

However, in the actual biological context, the reproduction and death of cells or population
themselves need to be considered. A prototypical choice to achieve this is the logistic type
source κu – μuα with birth and death rates κ and μ, respectively. In the past decades,
the homogeneous Neumann initial boundary value problem of the following Keller–Segel
system with logistic source has been widely investigated:

⎧⎨
⎩ut = �u – ∇ · (u∇v) + κu – μuα , x ∈ �, t > 0,

vt = �v + u – v, x ∈ �, t > 0,
(2)

where � ⊂ R
N (N ≥ 1) is a bounded smooth domain, κ ≥ 0, μ > 0, α > 1. The presence

of logistic source has been shown to have an effect of blow-up prevention. When α = 2, if
the spatial dimension N ≤ 2, the system with nonnegative regular initial data only allows
for global and uniformly bounded solutions even for arbitrarily small μ > 0 [2, 7, 8]. In the
higher dimension setting, it has been proved in [9] that if μ is large enough, for all suffi-
ciently smooth and nonnegative initial data, the problem possesses a unique bounded and
global classical solution (we also refer to [10–14] and the references therein for more re-
cent and specific results). Some recent studies show that the presence of weaker degrada-
tion terms may also exhibit significant relaxation effects in comparison with (1). Actually,
by resorting to some weaker notions of solvability, global solutions have recently been con-
structed for systems merely containing certain subquadratic degradation terms, where it is
required that α ≥ 2– 1

N when N ≥ 2 [15, 16] and even the wider ranges α > 2N+4
N+4 [17]. How-

ever, despite the presence of superlinear degradation, some unboundedness phenomena
have been detected in the literature for problems of type (2) and certain parabolic-elliptic
versions. Even in some situations in which solutions are known to remain bounded glob-
ally, such as e.g. in the quadratic case α = 2, certain results on spontaneous emergence
of arbitrarily large densities have been reported when there is a diffusion coefficient be-
fore �u in the first equation of (2) and the diffusion coefficient is small. See [18–20] for
parabolic-elliptic case and [21] for parabolic-parabolic case, respectively. On the other
hand, it has been proved in [22] that the solutions of parabolic-elliptic model, in which
the second equation of (2) is replaced by 0 = �v – v + u, exhibits a finite-time blow-up
phenomenon under the condition α < 7

6 when N ∈ {3, 4} or α < 1 + 1
2(N+1) when N ≥ 5.

Some similar results were also derived for the simplified version by replacing the second
equation with 0 = �v – 1

|�|
∫
�

u(x, t) dx + u in [23, 24].
Apart from (2), another typical chemotaxis system is the following consumption-type

model:
⎧⎨
⎩ut = ∇ · (∇u – u∇v) + κu – μuα , x ∈ �, t > 0,

vt = �v – uv, x ∈ �, t > 0.
(3)

The reaction term –uv in the second equation indicates that the cells consume chem-
icals during the overall chemotaxis process. In contrast to the models with production
mechanism (1), (2), the chemoattractant consumption mechanism in this system is more
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prone to the global existence of solutions due to the fact that the second equation imme-
diately provides an L∞-bound for v. However, such a bound is not sufficient for dealing
with the chemotaxis term. Actually, global existence and boundedness of solutions to (3)
with κ = μ = 0 are only known under the smallness condition ‖v(·, t)‖L∞(�) ≤ 1

6(N+1) [25]
or in a two-dimensional setting [26, 27]. The three-dimensional version admits a global
weak solution which after some waiting time eventually becomes classical [28].

When the logistic dampening is in consideration, in the high-dimensional setting, the
global solvability seems still restricted to the quadratic degradation case (α = 2) [29].
When the logistic-type degradation is weaker, that is, α < 2, the global existence result
obtained so far concentrates on the small-data solutions [30]. As for the global existence of
arbitrarily large initial data solutions to (4) in the sub-qudratic case 1 < α < 2, to the best
of our knowledge, it still remains unknown. In this short paper, we shall do some work and
give a definite answer in this respect. We shall include the case of any high-dimensional
domain.

Precisely, we will consider the problem

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ut = ∇ · (∇u – u∇v) + κu – μuα , x ∈ �, t > 0,

vt = �v – uv, x ∈ �, t > 0
∂u
∂ν

= ∂v
∂ν

= 0, x ∈ ∂�, t > 0,

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ �,

(4)

where ν is the unit outer normal vector on the boundary. We are interested which α can
guarantee the global solvability of this system even in the high-dimensional case.

To formulate our main results, we assume throughout that the initial data satisfy

⎧⎨
⎩u0 ∈ C0(�) is nonnegative with u0 	≡ 0,

v0 ∈ W 1,∞(�) is nonnegative.
(5)

Our main result can be read as follows.

Theorem 1.1 Let N ≥ 2 and � ⊂R
N be a bounded domain with smooth boundary. Sup-

pose that κ ∈R, μ > 0 and that

⎧⎨
⎩α > 1 if N < 6,

α > 4
3 if N ≥ 6.

(6)

Then, for any choice of initial data u0, v0 fulfilling (5), one can find functions u ∈
L1

loc([0,∞); L1(�)), v ∈ L1
loc([0,∞); W 1,1(�)) such that u ≥ 0 and v ≥ 0 a.e. in � × (0,∞),

and that (u, v) forms a global weak solution of (4) in the sense of Definition 1.2.

Our result shows that when the spatial dimension is smaller than 6, any superlinear
degradation is enough to guarantee the global existence of solutions to system (4), and
that if the domain dimension is no less than 6, the qualified value of α is bigger than 4

3 .
We define the weak solution in the natural way as follows.
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Definition 1.2 A pair of functions (u, v) is called a global weak solution of (4) if u ∈
L1

loc([0,∞); L1(�)), v ∈ L1
loc([0,∞); W 1,1(�)) such that uv and u∇v ∈ L1

loc([0,∞); L1(�)) and
the following integral equalities hold:

–
∫ ∞

0

∫
�

uξt –
∫

�

u0ξ (·, 0) = –
∫ ∞

0

∫
�

∇u · ∇ξ +
∫ ∞

0

∫
�

u∇v · ∇ξ

+ κ

∫ ∞

0

∫
�

ξu – μ

∫ ∞

0

∫
�

ξuα , (7)

–
∫ ∞

0

∫
�

vξt –
∫

�

v0ξ (·, 0) = –
∫ ∞

0

∫
�

∇v · ∇ξ –
∫ ∞

0

∫
�

uvξ (8)

for all ξ ∈ C∞
0 (� × [0,∞)).

The rest of this paper is organized as follows. In Sect. 2, we establish the global existence
of a family of approximate problems to system (4). Section 3 is devoted to the estimates
of the time derivatives for the approximate problems. Finally, we obtain the global weak
solution of our problem by an approximate procedure in Sect. 4.

2 Global existence in the approximate systems
In order to suitably regularize the original problem (4) for ε ∈ (0, 1), let us firstly consider
a family of approximate systems:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

uεt = �uε – ∇ · ( uε

(1+εuε)2 ∇vε) + κuε – μuα
ε , x ∈ �, t > 0,

vεt = �vε – vε
uε

1+εuε
, x ∈ �, t > 0,

∂uε

∂ν
= ∂vε

∂ν
= 0, x ∈ ∂�, t > 0,

uε(x, 0) = u0(x), vε(x, 0) = v0(x), x ∈ �.

(9)

All the above approximate problems admit local-in-time smooth solutions.

Lemma 2.1 Let u0, v0 satisfy (5), let κ ∈R, μ > 0, and q > N . Then, for each ε ∈ (0, 1), there
exist 0 < Tmax,ε ≤ +∞ and uniquely determined functions

⎧⎨
⎩uε ∈ C0([� × [0, Tmax,ε)) ∩ C2,1(� × (0, Tmax,ε)),

vε ∈ ⋂
q>N C0([0, Tmax,ε); W 1,q(�)) ∩ C2,1(� × (0, Tmax,ε)),

(10)

which are such that uε ≥ 0 and vε ≥ 0 in � × (0, Tmax,ε), and the pair (uε , vε) solves (9)
classically in � × (0, Tmax,ε). Moreover, if Tmax,ε < ∞, then

lim sup
t↗Tmax,ε

(∥∥uε(·, t)
∥∥

L∞(�) +
∥∥vε(·, t)

∥∥
W 1,q(�)

)
= ∞. (11)

Proof The proof follows the reasoning of [31], Lemma 3.1 (see also [26], Lemma 2.1). �

In contrast to the situation without source terms, we cannot hope for mass conservation
in the first component. Nevertheless, the following result still holds (see also other works
involving logistic source e.g. [32–34]).
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Lemma 2.2 Let u0, v0 satisfy (5), let κ ∈ R, μ > 0. Then, for any ε ∈ (0, 1), the solution of
(9) satisfies

∫
�

uε(t) ≤ max

{∫
�

u0(x),
(

κ+

μ

) 1
α–1 |�|

}
for all t ∈ (0, Tmax,ε), (12)

∥∥vε(t)
∥∥

L∞(�) ≤ ∥∥v0(x)
∥∥

L∞(�) =: v∞ for all t ∈ (0, Tmax,ε), (13)

where κ+ = max{0,κ}.

Proof By Hölder’s inequality, (
∫
�

uε)α ≤ (
∫
�

uα
ε )|�|α–1. An integration of the first equation

in (9) yields

(∫
�

uε

)
t
≤ κ+

∫
�

uε – μ

∫
�

uα
ε (14)

≤ κ+

∫
�

uε – μ|�|1–α

(∫
�

uε

)α

.

We can obtain (12) by an ODE comparison argument. Estimate (13) is a consequence of
the parabolic comparison principle. �

Lemma 2.3 Let u0, v0 satisfy (5), let κ ∈ R, μ > 0. There is C(τ ) > 0 such that, for any
ε ∈ (0, 1),

∫ t+τ

t

∫
�

uα
ε ≤ C(τ ) for all t ∈ (0, Tmax,ε – τ ), (15)

where τ := min{1, 1
2 Tmax,ε}.

Proof Estimate (15) results from (14) after time-integration. �

Next we want to derive a (quasi-)energy inequality for the functional

∫
�

uε ln uε +
1
2

∫
�

|∇vε|2
vε

to get some essential estimates of (uε , vε). The method used here is from [35].

Lemma 2.4 Let u0, v0 satisfy (5), let κ ∈ R, μ > 0. Then there exist K , C > 0 such that

d
dt

(∫
�

uε ln uε +
1
2

∫
�

|∇vε|2
vε

)
+

∫
�

|∇uε|2
uε

+ K
∫

�

vε

∣∣D2 ln vε

∣∣2 (16)

+
μ

2

∫
�

uα
ε ln uε + K

∫
�

|∇vε|4
v3
ε

≤ C

on (0, Tmax,ε) for all ε ∈ (0, 1).

Proof From integration by parts, we obtain that on (0, Tmax,ε)

d
dt

∫
�

uε ln uε =
∫

�

uεt +
∫

�

uεt ln uε
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= κ

∫
�

uε – μ

∫
�

uα
ε –

∫
�

|∇uε|2
uε

+
∫

�

∇uε · ∇vε

(1 + εuε)2

+ κ

∫
�

uε ln uε – μ

∫
�

uα
ε ln uε . (17)

As α > 1, we can see that s 
→ κs – μsα , s ∈ [0,∞) and s 
→ (κs – μ

2 sα) ln s, s ∈ [0,∞) are
bounded from above by some constant C1. We thus can estimate

d
dt

∫
�

uε ln uε +
μ

2

∫
�

uα
ε ln uε +

∫
�

|∇uε|2
uε

≤
∫

�

∇uε · ∇vε

(1 + εuε)2 + 2C1

for all t ∈ (0, Tmax,ε). (18)

Next we compute 1
2

d
dt

∫
�

|∇vε |2
vε

. From the second equation of (9) we know that on (0, Tmax,ε)

1
2

d
dt

∫
�

|∇vε|2
vε

=
∫

�

∇vε · ∇vεt

vε

–
1
2

∫
�

|∇vε|2 · vεt

v2
ε

=
∫

�

∇vε

vε

∇ ·
(

�vε – vε

uε

1 + εuε

)

–
1
2

∫
�

|∇vε|2
v2
ε

(
�vε – vε

uε

1 + εuε

)

=
∫

�

∇vε · ∇�vε

vε

–
∫

�

∇uε · ∇vε

(1 + εuε)2 –
∫

�

|∇vε|2
vε

uε

1 + εuε

–
1
2

∫
�

|∇vε|2
v2
ε

�vε +
1
2

∫
�

|∇vε|2
vε

uε

1 + εuε

≤ –
∫

�

|�vε|2
vε

+
1
2

∫
�

|∇vε|2
v2
ε

�vε –
∫

�

∇uε · ∇vε

(1 + εuε)2 . (19)

We know from Lemma 2.7 of [35] that there exist ε-independent positive constants K > 0,
K1 > 0 such that

–
∫

�

|�vε|2
vε

+
1
2

∫
�

|∇vε|2
v2
ε

�vε ≤ –K
∫

�

vε

∣∣D2 ln vε

∣∣2 – K
∫

�

|∇vε|4
v3
ε

+ K1

∫
�

vε

on (0, Tmax,ε). Thereupon, we derive that

1
2

d
dt

∫
�

|∇vε|2
vε

≤ K
∫

�

vε

∣∣D2 ln vε

∣∣2 – K
∫

�

|∇vε|4
v3
ε

+ K1

∫
�

vε –
∫

�

∇uε · ∇vε

(1 + εuε)2 (20)

on (0, Tmax,ε). Combining (18) and (20), we obtain that, for any ε ∈ (0, 1),

d
dt

(∫
�

uε ln uε +
1
2

∫
�

|∇vε|2
vε

)
+

∫
�

|∇uε|2
uε

+ K
∫

�

vε

∣∣D2 ln vε

∣∣2

+
μ

2

∫
�

uα
ε ln uε + K

∫
�

|∇vε|4
v3
ε

≤ K1

∫
�

vε + 2C1 ≤ C on t ∈ (0, Tmax,ε)

with C := K1v∞ + 2C1. �
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Lemma 2.4 immediately entails the following boundedness estimates.

Lemma 2.5 Let u0, v0 satisfy (5), let κ ∈R, μ > 0. Then there exists C > 0 such that, for any
ε ∈ (0, 1),

∫
�

uε ln uε +
∫

�

|∇vε|2
vε

≤ C for all t ∈ (0, Tmax,ε) (21)

and such that

∫ t+τ

t

∫
�

|∇uε|2
uε

+
∫ t+τ

t

∫
�

uα
ε ln uε ≤ C, (22)

∫ t+τ

t

∫
�

vε

∣∣D2 ln vε

∣∣2 +
∫ t+τ

t

∫
�

|∇vε|4
v3
ε

≤ C, (23)

∫
�

|∇vε|2 ≤ C (24)

for all ε ∈ (0, 1) and any t ∈ [0, Tmax,ε – τ ), where τ := min{1, 1
2 Tmax,ε}.

Proof Fix p ∈ (1, 1 + 2
N ) and observe that

ξ ln ξ ≤ 1
p(p – 1)

ξp for all ξ > 0.

An application of the Gagliardo–Nirenberg inequality yields ε-independent positive con-
stant C1 such that

∫
�

uε ln uε ≤ 1
p(p – 1)

∫
�

up
ε

=
1

p(p – 1)
∥∥u

1
2
ε

∥∥2p
L2p(�)

≤ C1
(∥∥∇u

1
2
ε

∥∥2p·θ
L2(�) · ∥∥u

1
2
ε

∥∥2p(1–θ )
L2(�) +

∥∥u
1
2
ε

∥∥2p
L2(�)

)
for all t ∈ (0, Tmax,ε),

where θ := (p–1)N
2p ∈ (0, 1) and 2p · θ < 2 due to p ∈ (1, 1 + 2

N ). Thereupon, we can find some
ε-independent positive constants C2, C3 such that

∫
�

uε ln uε ≤ C2
(∥∥∇u

1
2
ε

∥∥2
L2(�) + 1

) ≤ C3

∫
�

|∇uε|2
uε

+ C2 for all t ∈ (0, Tmax,ε) (25)

by making use of (12). On the other hand, making use of the boundedness of ‖vε‖L∞(�)

and the Young inequality, we know there exist ε-independent positive constants C4, C5

fulfilling

∫
�

|∇vε|2
vε

≤ C4

∫
�

|∇vε|4
v3
ε

+
1

4C4

∫
�

vε

≤ C4

∫
�

|∇vε|4
v3
ε

+ C5 for all t ∈ (0, Tmax,ε). (26)
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Substituting (25), (26) into (16), we conclude that there exist positive constants C6 and C7

such that, for any ε > 0,

d
dt

(∫
�

uε ln uε +
1
2

∫
�

|∇vε|2
vε

)
+ C6

(∫
�

uε ln uε +
1
2

∫
�

|∇vε|2
vε

)

+ K
∫

�

vε

∣∣D2 ln vε

∣∣2 +
μ

2

∫
�

uα
ε ln uε

≤ C7 for all t ∈ (0, Tmax,ε) (27)

with K as given by Lemma 2.4. We can conclude the validity of (21). The result of (22) and
(23) can be obtained by an integration of (16) and the fact

∫
�

uεlnuε ≥ – |�|
e . Furthermore,

for (24), by Lemma 2.2, for any ε > 0,

∫
�

∣∣∇vε(t)
∣∣2 ≤ v∞

∫
�

|∇vε|2
vε

for all t ∈ (0, Tmax,ε),

which is bounded due to (21). �

By using interpolation inequalities, we can derive some further estimates from Lem-
ma 2.5.

Lemma 2.6 Let u0, v0 satisfy (5), let κ ∈R, μ > 0. Then there exists C > 0 such that, for any
ε ∈ (0, 1),

∫ t+τ

t

∫
�

u
N+2

N
ε ≤ C, (28)

∫ t+τ

t

∫
�

|∇uε| N+2
N+1 ≤ C (29)

for any t ∈ [0, Tmax,ε – τ ), where τ := min{1, 1
2 Tmax,ε}.

Proof From (22), we know that
∫ t+τ

t
∫
�

|∇u
1
2
ε |2 ≤ C1 with some ε-independent constant

C1 > 0. Then with the aid of the Gagliardo–Nirenberg inequality, we obtain

∫ t+τ

t

∫
�

u
N+2

N
ε =

∫ t+τ

t

∫
�

∥∥u
1
2
ε

∥∥ 2(N+2)
N

L
2(N+2)

N

≤
∫ t+τ

t
C2

(∥∥∇u
1
2
ε

∥∥2
L2(�) · ∥∥u

1
2
ε

∥∥ 4
N
L2(�) +

∥∥u
1
2
ε

∥∥ 2(N+2)
N

L2(�)

)
≤ C3 for all t ∈ (0, Tmax,ε – τ )

with some ε-independent positive constants C2, C3.
Furthermore, we can make use of the Young inequality to obtain that

∫ t+τ

t

∫
�

|∇uε| N+2
N+1 =

∫ t+τ

t

∫
�

( |∇uε|2
uε

) N+2
2N+2 · u

N+2
2N+2
ε

≤ C4

∫ t+τ

t

∫
�

|∇uε|2
uε

+ C5

∫ t+τ

t

∫
�

u
N+2

N
ε
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≤ C6 for all t ∈ (0, Tmax,ε – τ )

with some ε-independent positive constants Ci (i = 4, 5, 6). �

Lemma 2.7 Let u0, v0 satisfy (5), let κ ∈ R, μ > 0. There exists C > 0 such that, for any
ε ∈ (0, 1),

∫ t+τ

t

∫
�

|uε∇vε| 4(N+2)
5N+2 ≤ C (30)

for any t ∈ [0, Tmax,ε – τ ), where τ := min{1, 1
2 Tmax,ε}.

Proof As ‖vε‖L∞(�) ≤ v∞, the time-spatial estimate (23) implies that there exists ε-
independent constant C1 > 0 such that

∫ t+τ

t

∫
�

|∇vε|4 ≤ C1 for all t ∈ (0, Tmax,ε – τ ). (31)

Noticing (28), we can use the Young inequality to estimate

∫ t+τ

t

∫
�

|uε∇vε| 4(N+2)
5N+2 ≤ C2

∫ t+τ

t

∫
�

|uε| N+2
N + C3

∫ t+τ

t

∫
�

|∇vε|4

≤ C4 for all t ∈ (0, Tmax,ε – τ ),

where Ci > 0 (i = 2, 3, 4) are all independent of ε. �

Lemma 2.8 Let u0, v0 satisfy (5), let κ ∈R, μ > 0. Then there exists C > 0 such that, for any
ε ∈ (0, 1),

∫ t+τ

t

∫
�

|uε∇vε| 4α
4+α ≤ C (32)

for any t ∈ [0, Tmax,ε – τ ), where τ := min{1, 1
2 Tmax,ε}.

Proof We can use the Young inequality, (31), and (15) to estimate

∫ t+τ

t

∫
�

|uε∇vε| 4α
4+α

≤ C1

∫ t+τ

t

∫
�

|uε|α + C2

∫ t+τ

t

∫
�

|∇vε|4 ≤ C3 for all t ∈ (0, Tmax,ε – τ ),

with some ε-independent positive constants Ci (i = 1, 2, 3). �

We are now in the position to prove that the classical solution (uε , vε) to the approximate
systems (9) is global for each ε ∈ (0, 1).

Lemma 2.9 Let κ ∈ R, μ > 0 and assume that u0, v0 satisfy (5). For any ε ∈ (0, 1), Tmax,ε =
∞.
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Proof Assume that Tmax,ε is finite for some ε ∈ (0, 1). To deduce a contradiction from this,
we fix a suitably large q ≥ N + 1 and use the standard estimate for the Neumann heat
semigroup (see e.g. [36]) together with Lemma 2.2 and the fact that uε

1+εuε
≤ 1

ε
to obtain

Ci > 0 (i = 1, 2, 3, 4) such that

‖∇vε‖Lq =
∥∥∥∥∇et�vε(·, 0) –

∫ t

0
∇

(
e(t–s)�

(
vε · uε

1 + εuε

))
ds

∥∥∥∥
Lq

≤ ∥∥∇et�v0
∥∥

Lq + C1

∫ t

0

(
1 + (t – s)– 1

2
)
e–λt

∥∥∥∥vε · uε

1 + εuε

∥∥∥∥
Lq

ds

≤ C2‖∇v0‖Lq +
C3

ε

∫ t

0

(
1 + (t – s)– 1

2
)

ds

≤ C4(ε, T) for all t ∈ (0, Tmax,ε). (33)

Similarly, according to the fact uε

(1+εuε)2 ≤ uε

1+εuε
≤ 1

ε
and κuε –μuα

ε is bounded, there exist
Ci > 0 (i = 5, 6, 7, 8) such that

‖uε‖L∞ =
∥∥∥∥et�uε(·, 0) +

∫ t

0
e(t–s)�

(
–∇

(
uε

(1 + εuε)2 · ∇vε

)
+ κuε – μuα

ε

)
ds

∥∥∥∥
L∞

≤ ∥∥∇et�u0
∥∥

L∞ + C5

∫ t

0

(
1 + (t – s)– 1

2 – N
2N+2

)
e–λt

∥∥∥∥ uε

(1 + εuε)2 · ∇vε

∥∥∥∥
LN+1

ds

+
∫ t

0

∥∥e(t–s)�κuε – μuα
ε

∥∥
L∞ ds

≤ ∥∥∇et�u0
∥∥

L∞ +
C6

ε

∫ t

0

(
1 + (t – s)– 1

2 – N
2N+2

)‖∇vε‖LN+1 ds + C7

≤ C8(ε, T) for all t ∈ (0, Tmax,ε).

Together with (33), this contradicts criterion (11) in Lemma 2.1 and thereby entails that
actually Tmax,ε = ∞, as claimed. �

3 Time regularity
In preparation of an Aubin–Lions type compactness argument, we shall supplement the
estimates obtained in Sect. 2 with bounds on time-derivatives, since in Lemma 4.1 these
will be used to warrant pointwise convergence.

Lemma 3.1 Let κ ∈ R, μ > 0 and assume that u0, v0 satisfy (5). Suppose N < 6, α > 1 or
N ≥ 6, α > 4

3 . Then, for any T > 0, there is C > 0 such that, for any ε ∈ (0, 1),

‖uεt‖L1((0,T);(W 1,∞(�))∗) ≤ C. (34)

Proof When N < 6, we pick ϕ ∈ C∞
0 (�) having norm ‖ϕ‖W 1,∞(�) ≤ 1 and integrate by parts

in (9) to obtain that, for any T > 0,

∫ T

0
sup

‖ϕ‖W 1,∞(�)≤1

∣∣∣∣
∫

�

uεt · ϕ
∣∣∣∣

≤
∫ T

0
sup

‖ϕ‖W 1,∞(�)≤1

(∣∣∣∣
∫

�

∇uε · ∇ϕ

∣∣∣∣ +
∣∣∣∣
∫

�

uε∇vε · ∇ϕ

∣∣∣∣ +
∣∣∣∣κ

∫
�

uεϕ

∣∣∣∣ + μ

∣∣∣∣
∫

�

uα
ε ϕ

∣∣∣∣
)

,
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where we can use ‖ϕ‖W 1,∞(�) ≤ 1 and the Young inequality to see that there exists some
ε-independent constant C1 > 0 such that

‖uεt‖L1((0,T);(W 1,∞(�))∗)

≤
∫ T

0

(∫
�

|∇uε| +
∫

�

|uε∇vε| + κ+

∫
�

uε + μ

∫
�

uα
ε

)

≤
∫ T

0

(∫
�

|∇uε| +
∫

�

|uε∇vε| 4(N+2)
5N+2 + κ+

∫
�

uε + μ

∫
�

uα
ε + C1

)

and infer boundedness of this norm, independent of ε, from Lemmas 2.3, 2.6, and 2.7.
When N ≥ 6, α > 4

3 implies 4α
4+α

> 1. We can obtain the same conclusion from Lemmas 2.3,
2.6, and 2.8 in quite a similar way. �

Lemma 3.2 Let κ ∈R, μ > 0 and assume that u0, v0 satisfy (5). For any T > 0, there is C > 0
such that, for any ε ∈ (0, 1),

‖vεt‖L1((0,T);(W N ,2
0 (�))∗) ≤ C. (35)

Proof Take an arbitrary ψ ∈ L∞((0, T); W N ,2
0 (�)), then from the second equation in (9)

and the Cauchy–Schwarz inequality we obtain

∣∣∣∣
∫ T

0

∫
�

vεt · ψ
∣∣∣∣ =

∣∣∣∣–
∫ T

0

∫
�

∇vε · ∇ψ – vε

uε

(1 + εuε)
ψ

∣∣∣∣
≤ ‖∇ψ‖L2(�×(0,T)) ·

∫ T

0
‖∇vε‖L2(�)

+ ‖vε‖L∞(�×(0,T))‖ψ‖L∞((0,T);L∞(�))

∫ T

0
‖uε‖L1(�).

Since W N ,2
0 (�) ↪→ L∞(�), we can obtain our conclusion from the boundedness of

‖∇vε‖L2(�) and ‖uε‖L1(�) stated in (24) and (12), respectively. �

4 Construction of a limit (u, v) and the proof of our main result
With the above compactness properties at hand, by means of a standard extraction pro-
cedure, we can now derive the following lemma.

Lemma 4.1 Let κ ∈ R, μ > 0 and assume that u0, v0 satisfy (5). There exist (εj)j∈N ⊂ (0, 1)
and functions u and v such that εj ↘ 0 as j → ∞, and that as ε = εj ↘ 0 we have

uε → u in L
N+2
N+1
loc

(
� × [0,∞)

)
and a.e. in � × (0,∞), (36)

∇uε ⇀ ∇u in L
N+2
N+1
loc

(
(0,∞); L

N+2
N+1 (�)

)
, (37)

uα
ε → uα in L1

loc
(
� × [0,∞)

)
, (38)

vε → v in L2
loc

(
�̄ × [0,∞)

)
and a.e. in � × (0,∞), (39)

vε

�
⇀ v in L∞(

(0,∞); Lp(�)
)

for all p ∈ [1,∞], (40)
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∇vε ⇀ ∇v in L4
loc

(
[0,∞); L4(�)

)
, (41)

uε

(1 + εuε)2 ∇vε ⇀ u∇v in L
4(N+2)
5N+2

loc
(
� × [0,∞)

)
, (42)

uε

(1 + εuε)2 ∇vε ⇀ u∇v in L
4α

4+α

loc
(
� × [0,∞)

)
. (43)

Proof Lemma 2.6 shows that {uε}ε∈(0,1) is bounded in L
N+2
N+1 ((0, T); W 1, N+2

N+1 (�)), which to-
gether with Lemma 3.1 enables us to employ an Aubin–Lions lemma to show that uε is
relatively compact in L

N+2
N+1 ((0, T); L

N+2
N+1 (�)) with respect to the strong topology and thus

uε → u a.e. in � × (0,∞) as ε = εj ↘ 0, and (36) holds. Similarly, the boundedness of
{vε}ε∈(0,1) in L2((0, T); W 1,2(�)) deduced from (13) and (24), Lemma 3.2, and the Aubin–
Lions lemma entail that {vε}ε∈(0,1) is relatively precompact in L2((0, T); W 1,2(�)), which
enables us to find a further subsequence such that (39) holds. From (29), we can obtain
the convergence for uε along a suitable subsequence in (37). From Lemma 2.5, we know∫ T

0
∫
�

uα
ε lnuε is bounded, this implies {uα

ε ; ε ∈ (0, 1)} is uniformly integrable (see e.g. [29],
Lemma 6.4). By (36) and the Vitali convergence theorem, we can extract subsequence
such that (38) holds. Also (40) along a subsequence is immediately obtained from (13)
with (0, T) � t 
→ ‖vε(·, t)‖L∞(�) is monotone decreasing for any T > 0. Convergence of
the gradient along further subsequence, as asserted in (41), is implied by (31). Noting that
| uε

(1+εuε)2 ∇vε| ≤ |uε∇vε|, we can deduce the convergence properties (42) and (43) along a
suitable subsequence from Lemma 2.7 and Lemma 2.8, respectively. �

We now prove that the limit function obtained in Lemma 4.1 is indeed the weak solution
to system (4).

Lemma 4.2 Let (εj)j∈N and (u, v) be as provided by Lemma 4.1. Then the identities (7) and
(8) are satisfied for all ξ ∈ C∞

0 (� × [0,∞)).

Proof Testing the first and second equation of (9) against an arbitrary test function ξ ∈
C∞

0 (� × [0,∞)), we obtain

–
∫ ∞

0

∫
�

uεξt –
∫

�

u0ξ (·, 0) = –
∫ ∞

0

∫
�

∇uε · ∇ξ +
∫ ∞

0

∫
�

uε

(1 + εuε)2 ∇vε · ∇ξ

+ κ

∫ ∞

0

∫
�

ξuε – μ

∫ ∞

0

∫
�

ξuα
ε

and

–
∫ ∞

0

∫
�

vεξt –
∫

�

v0ξ (·, 0) = –
∫ ∞

0

∫
�

∇vε · ∇ξ –
∫ ∞

0

∫
�

vε

uε

1 + εuε

ξ ,

respectively, for all ε ∈ (0, 1). Note the fact that when N < 6, 4(N+2)
5N+2 > 1 and 4α

4+α
> 1 if α > 4

3 .
According to the convergence properties in Lemma 4.1, we may pass to the limit in each
of the integrals above along the subsequence (εj)j∈N and readily achieve (7) and (8). �

Proof of Theorem 1.1 The statement is evidently implied by Lemma 4.2. �



Jiang and Han Boundary Value Problems          (2021) 2021:1 Page 13 of 14

Acknowledgements
The authors are grateful to all of the anonymous reviewers and our graduate advisor for their careful reading and valuable
comments on how to improve the paper.

Funding
K. Jiang is supported by the Applied Fundamental Research Plan of Sichuan Province (Grant No. 2018JY0503). Y. Han is
supported by the Natural Science Fund of Sichuan Education Department (Grant No. 15233448) and the Key Scientific
Research Fund of Xihua University (Grant No. z1412621).

Availability of data and materials
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Consent for publication
We have read and approved the final version of the manuscript.

Authors’ contributions
The authors conceived of the study, drafted the manuscript, and approved the final manuscript.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 29 July 2020 Accepted: 10 December 2020

References
1. Keller, E., Segel, L.: Initiation of slime mold aggregation viewed as an instability. J. Theor. Biol. 26, 399–415 (1970)
2. Nagai, T., Senba, T., Yoshida, K.: Application of the Trudinger–Moser inequality to a parabolic system of chemotaxis.

Funkc. Ekvacioj 40, 411–433 (1997)
3. Osaki, K., Yagi, A.: Finite dimensional attractor for one-dimensional Keller–Segel equations. Funkc. Ekvacioj 44,

441–469 (2001)
4. Horstmann, D., Wang, G.: Blow-up in a chemotaxis model without symmetry assumptions. Eur. J. Appl. Math. 12,

159–177 (2001)
5. Senba, T., Suzuki, T.: Parabolic system of chemotaxis: blowup in a finite and the infinite time. Methods Appl. Anal. 8,

349–367 (2001)
6. Winkler, M.: Finite-time blow-up in the higher-dimensional parabolic-parabolic Keller–Segel system. J. Math. Pures

Appl. 100, 748–767 (2013)
7. Osaki, K., Tsujikawa, T., Yagi, A., Mimura, M.: Exponential attractor for a chemotaxis-growth system of equations.

Nonlinear Anal. 51, 119–144 (2002)
8. Xiang, T.: Boundedness and global existence in the higher-dimensional parabolic-parabolic chemotaxis system

with/without growth source. J. Differ. Equ. 258, 4275–4323 (2015)
9. Winkler, M.: Boundedness in the higher-dimensional parabolic-parabolic chemotaxis system with logistic source.

Commun. Partial Differ. Equ. 35, 1516–1537 (2010)
10. Ding, M., Wang, W., Zheng, S.: Asymptotic stability in a fully parabolic quasilinear chemotaxis model with general

logistic source and signal production. J. Differ. Equ. 268, 6729–6777 (2020)
11. Lin, K., Mu, C.: Global dynamics in a fully parabolic chemotaxis system with logistic source. Discrete Contin. Dyn. Syst.

36, 5025–5046 (2016)
12. Xiang, T.: How strong a logistic damping can prevent blow-up for the minimal Keller–Segel chemotaxis system? J.

Math. Anal. Appl. 459, 1172–1200 (2018)
13. Xiang, T.: Chemotactic aggregation versus logistic damping on boundedness in the 3d minimal Keller–Segel models?

SIAM J. Appl. Math. 78, 2420–2438 (2018)
14. Zhang, Q., Li, Y.: Boundedness in a quasilinear fully parabolic Keller–Segel system with logistic source. Z. Angew.

Math. Phys. 66, 2473–2484 (2015)
15. Viglialoro, G.: Very weak global solutions to a parabolic-parabolic chemotaxis-system with logistic source. J. Math.

Anal. Appl. 439, 197–212 (2016)
16. Viglialoro, G.: Boundedness properties of very weak solutions to a fully parabolic chemotaxis system with logistic

source. Nonlinear Anal., Real World Appl. 34, 520–535 (2017)
17. Winkler, M.: The role of superlinear damping in the construction of solutions to drift-diffusion problems with initial

data in l1 . Adv. Nonlinear Anal. 9, 526–566 (2020)
18. Kang, K., Stevens, A.: Blowup and global solutions in a chemotaxis-growth system. Nonlinear Anal. TMA 135, 57–72

(2016)
19. Lankeit, J.: Chemotaxis can prevent thresholds on population density. Discrete Contin. Dyn. Syst. 20, 1499–1527

(2015)
20. Winkler, M.: How far can chemotactic cross-diffusion enforce exceeding carrying capacities? J. Nonlinear Sci. 24,

809–855 (2014)
21. Wang, Y., Winkler, M., Xiang, Z.: The fast signal diffusion limit in Keller–Segel(-fluid) systems. Calc. Var. Partial Differ. Equ.

58, 1–40 (2019)
22. Winkler, M.: Finite-time blow-up in low-dimensional Keller–Segel systems with logistic-type superlinear degradation.

Z. Angew. Math. Phys. 69, 1–25 (2018)



Jiang and Han Boundary Value Problems          (2021) 2021:1 Page 14 of 14

23. Fuest, M.: Finite-time blow-up in a two-dimensional Keller–Segel system with an environmental dependent logistic
source. Nonlinear Anal., Real World Appl. 52, 1–14 (2020)

24. Winkler, M.: Blow-up in a higher-dimensional chemotaxis system despite logistic growth restriction. J. Math. Anal.
Appl. 384, 261–272 (2011)

25. Tao, Y.: Boundedness in a chemotaxis model with oxygen consumption by bacteria. J. Math. Anal. Appl. 381, 521–529
(2011)

26. Winkler, M.: Global large-data solutions in a chemotaxis-(Navier-)Stokes system modeling cellular swimming in fluid
drops. Commun. Partial Differ. Equ. 37, 319–351 (2012)

27. Winkler, M.: Stabilization in a two-dimensional chemotaxis-Navier–Stokes system. Arch. Ration. Mech. Anal. 211,
455–487 (2014)

28. Tao, Y., Winkler, M.: Eventual smoothness and stabilization of large-data solutions in a three-dimensional chemotaxis
system with consumption of chemoattractant. J. Differ. Equ. 252, 2520–2543 (2012)

29. Lankeit, J., Wang, Y.: Global existence, boundedness and stabilization in a high-dimensional chemotaxis system with
consumption. Discrete Contin. Dyn. Syst. 37(12), 6099–6121 (2017)

30. Baghaei, K., Khelghati, A.: Global existence and boundedness of classical solutions for a chemotaxis model with
consumption of chemoattractant and logistic source. Math. Methods Appl. Sci. 40(10), 3799–3807 (2016)

31. Winkler, M.: A three-dimensional Keller–Segel–Navier–Stokes system with logistic source: global weak solutions and
asymptotic stabilization. J. Funct. Anal. 276, 1339–1401 (2019)

32. Liu, Y., Tao, Y.: Asymptotic behavior in a chemotaxis-growth system with nonlinear production of signals. Discrete
Contin. Dyn. Syst. 22, 465–475 (2017)

33. Li, X., Xiang, Z.: Boundedness in quasilinear Keller–Segel equations with nonlinear sensitivity and logistic source.
Discrete Contin. Dyn. Syst. 35, 3503–3531 (2015)

34. Wang, Y.: Global solvability and eventual smoothness in a chemotaxis-fluid system with weak logistic-type
degradation. Math. Models Methods Appl. Sci. 30, 1217–1252 (2020)

35. Lankeit, J.: Long-term behaviour in a chemotaxis-fluid system with logistic source. Math. Models Methods Appl. Sci.
26, 2071–2109 (2016)

36. Winkler, M.: Aggregation vs. global diffusive behavior in the higher-dimensional Keller–Segel model. J. Differ. Equ.
248(12), 2889–2905 (2010)


	How far does logistic dampening inﬂuence the global solvability of a high-dimensional chemotaxis system?
	Abstract
	MSC
	Keywords

	Introduction
	Global existence in the approximate systems
	Time regularity
	Construction of a limit (u,v) and the proof of our main result
	Acknowledgements
	Funding
	Availability of data and materials
	Competing interests
	Consent for publication
	Authors' contributions
	Publisher's Note
	References


